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ABSTRACT

We describe the energy budget of a coronal mass ejection (CME) observed on 1999 May 17 with the

Ultraviolet Coronagraph Spectrometer (UVCS). We constrain the physical properties of the CME’s

core material as a function of height along the corona by using the spectra taken by the single-slit

coronagraph spectrometer at heliocentric distances of 2.6 and 3.1 solar radii. We use plasma diagnostics

from intensity ratios, such as the O VI doublet lines, to determine the velocity, density, temperature, and

non-equilibrium ionization states. We find that the CME core’s velocity is approximately 250 km/s,

and its cumulative heating energy is comparable to its kinetic energy for all of the plasma heating

parameterizations that we investigated. Therefore, the CME’s unknown heating mechanisms have the

energy to significantly affect the CME’s eruption and evolution. To understand which parameters

might influence the unknown heating mechanism, we constrain our model heating rates with the

observed data and compare them to the rate of heating generated within a similar CME that was

constructed by the MAS code’s 3D MHD simulation. The rate of heating from the simulated CME

agrees with our observationally constrained heating rates when we assume a quadratic power law to

describe a self-similar CME expansion. Furthermore, the heating rates agree when we apply a heating

parameterization that accounts for the CME flux rope’s magnetic energy being converted directly into

thermal energy. This UVCS analysis serves as a case study for the importance of multi-slit coronagraph

spectrometers for CME studies.

Online materials: color figures
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1. INTRODUCTION

In 2021, we acknowledge the 50th anniversary of coro-

nal mass ejection (CME) observations along with the ad-

vent of a privatized billionaire space race. A decade into

the very first space race, observations of bright plasma

from a CME were recorded for the first time (Hansen

et al. 1971; Tousey et al. 1973; Gosling et al. 1974).

Now, CMEs are understood to be magnetized plasma

clouds originating from long filament or prominence

loops of relatively cool plasma. Stored magnetic energy

is abruptly released with the cool plasma, which sub-

sequently expands while travelling through the corona

and interplanetary medium. The physical mechanisms

Corresponding author: Maurice L. Wilson

maurice.wilson@cfa.harvard.edu

that launch and continuously drive the behavior seen in

CMEs are still ambiguous. This ambiguity results in a

broad range of physical interpretations being considered

to explain the initiation, the morphology, the composi-

tion, and the total energy budget of CMEs.

Many of the observationally-supported interpretations

suggest CMEs consist of a bright outer shell that leads

a faint flux rope which surrounds a dense core of plasma

(Illing & Hundhausen 1985). At supersonic speeds, the

leading edge is preceded by a shock front of gas that of-

ten correlates with solar energetic particles (SEPs) that

can disrupt satellite communications (e.g., Kahler 1994;

Laming et al. 2013). At any speed, the leading edge

is the simplest feature to track in white light images

as the CME propagates through the corona. It con-

tains bright coronal gas that is initially compressed by

the eruption (e.g., Ma et al. 2011; Howard & Vourlidas

2018). The flux rope is often referred to as the void be-
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cause of how it appears in images and spectra due to the

flux rope’s dim brightness. Instead, measurements of its

ionization states are gathered in situ near 1 AU for in-

terplanetary coronal mass ejections (ICMEs) (e.g., Lepri

et al. 2001; Rivera et al. 2019b). The dense core of the

CME contains a large mass of plasma spanning a wide

range of ionization states. This plasma originates from

a (filament or) prominence loop that can extend above

a current sheet as the prominence material erupts from

the solar surface (e.g., Liewer et al. 2009; Reeves et al.

2015). Overall, these observed features form the canon-

ical three-part CME that consists of a leading edge, a

flux rope, and a core. Upon eruption, the energy budget

of this CME might be influenced by an accompanying

solar flare.

For hundreds of simultaneous flare-CME events, many

terms in the energy budget are within the range of

1029—1032 erg (e.g., Aschwanden et al. 2014; Aschwan-

den 2017; Emslie et al. 2005). When there is no accom-

panying flare, the energy budget of the CME is often

found for only one or two components of the three-part

CME. Due to their frequently imaged bright features,

the core and leading edge are the two most convenient

components of the CME to study when determining the

energy budget; although, the magnetic energy requires

measurements from the flux rope.

Compared to the rest of the total energy budget,

the magnetic energy of a CME is difficult to measure.

Serendipitous measurements of the magnetic energy are

usually gathered in situ near 1 AU if an ICME bom-

bards a spacecraft (e.g., Davies et al. 2020; Scolini et al.

2020), while targeted measurements are typically ac-

quired through remote observations of pre-CME promi-

nences and filaments on the solar disk (e.g., Leroy et al.

1983; Solanki et al. 2003). Upon eruption, most of the

CME’s magnetic energy is concentrated in the flux rope.

It is difficult to track this magnetic energy after the erup-

tion due to the faint emission within this component of

the CME. Attempts have been made to bridge the gap

between the measurements of the CME magnetic field

at 1 R� (remotely) and 1 AU (in situ). Magnetohydro-

dynamic (MHD) models have been used to gain insight

on the morphology of the magnetic field structure by

extrapolating from solar disk measurements, extrapolat-

ing from in situ measurements, or interpolating between

both measurements (e.g., Usmanov & Dryer 1995; Feng

et al. 2010). However, the mechanisms that transform

the complex, coronal flux rope into a relaxed, interplan-

etary plasma cloud are still largely unconfirmed. This

creates much uncertainty for magnetic energy estimates

of CMEs seen traveling through the corona, frequently

via white light images.

It is much more feasible to measure and continuously

track the kinetic and potential energy components of

the CME energy budget. Both forms of energy require

a value for the CME’s mass, which can be estimated

directly from white light coronagraph images. The im-

ages show features along the plane of sky (POS) and

capture the light scattered by free electrons; and, the

information inferred from the features is averaged along

the line-of-sight (LOS) within the optically thin coro-

nal medium. Such information can be misinterpreted

due to projection effects. Frequently, geometric assump-

tions are made to mitigate misunderstandings caused by

projection effects when determining the mass or three-

dimensional structure of CMEs (e.g., Ciaravella et al.

2003; Emslie et al. 2004; Vourlidas et al. 2010). For the

kinetic and potential energy, the uncertainty due to er-

rors in the mass estimate can be avoided if only the spe-

cific energy (i.e., quantities of energy per mass) is used

to compare and contrast the energy budgets of various

CMEs, which may have masses that are evaluated with

distinct techniques and sources of uncertainty.

The heating energy is another component of the CME

energy budget that is often plagued by uncertainties.

This is because the physical mechanisms responsible for

continuously generating thermal energy are not under-

stood. Processes that cool the plasma or redistribute

its thermal energy can occur while the plasma is be-

ing heating even though observations may sometimes

indicate minor changes in the plasma temperature. Ev-

idence for the extended, post-eruption heating has been

found through observations of erupting prominence ma-

terial observed as absorption features that are later seen

as emission features, presumably due to its temperature

increasing (Filippov & Koutchmy 2002; Lee et al. 2017).

Additionally, in situ measurements at 1 AU have in-

dicated the need for CME heating until the ionization

states are frozen-in (Rakowski et al. 2007), i.e. until the

plasma density is low enough or velocity is fast enough

for the local environment’s ionization and recombination

processes to no longer alter the CME’s ionization states.

Quantifying the energy of the heating process may pro-

vide clues for its underlying physical mechanisms. Sev-

eral studies have quantitatively assessed the cumulative

heating energy component of the energy budget and

found it to be comparable to the kinetic energy (e.g.,

Akmal et al. 2001; Murphy et al. 2011). It is clear that

the heating is an important process that can improve

our understanding of the CME’s evolution during and

after the initial eruption.

In this paper, we provide constraints on the heating

energy of localized plasma within a CME by using for-

tuitous spectroscopic measurements of a CME crossing
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the (single) slit of a coronagraph spectrometer at mul-

tiple heights in the corona. Our work with this unique

dataset is supported by measurements from solar disk

photometry and white light coronagraph images of the

CME. This paper is organized as follows.

In Section 2, we describe the data acquired from three

instruments of the Solar and Heliospheric Observatory

(SOHO). We have photometry from the Extreme ultra-

violet Imaging Telescope (EIT), white light images from

the Large Angle Spectroscopic Coronagraph (LASCO),

and spectra from the Ultraviolet Coronagraph Spec-

trometer (UVCS) to study the CME that erupted in

1999 on May 17. In Section 3, we interpret the features

seen within the data to distinguish between a variety

of structures within the CME core. In Section 4, we

discuss how plasma diagnostics inferred from the spec-

tra constrain the plasma parameters. The constraints

provide upper and lower limits on the physical prop-

erties that we find from our 1D numerical models and

non-equilibrium ionization (NEI) calculations, which we

explain in Section 5. The constrained 1D models are

compared to the 3D MHD model of a slow CME. This

CME’s evolution is simulated by the Magnetohydrody-

namic Algorithm outside a Sphere (MAS) code and we

discuss this in Section 6. Our energy budget results and

heating rates for the observed CME are given in Sec-

tion 7. We demonstrate our methodology through the

detailed analysis presented for one heating parameter-

ization. The analyses for our other parameterizations

are given in the Appendices. Lastly, in Section 8 we

summarize our work and give closing remarks about the

current dearth of coronagraph spectrometers, which is

an issue that will be resolved by the UVSC Pathfinder

and LOCKYER missions.

2. OBSERVATIONS OF THE CME

We study observations taken of a CME that occurred

on 17 May 1999. Three instruments on board the SOHO

spacecraft clearly captured the CME: EIT between 00:48

and 03:12 UTC, LASCO C2 camera between 00:49 and

5:25 UTC, and UVCS between 03:08 and 04:38 UTC.

We used EIT and LASCO to confirm the CME detection

and obtain rough estimates of the CME’s velocity. We

use spectra from UVCS to analyze the evolution of its

physical properties.

2.1. EIT Photometry

The EIT (Delaboudinière et al. 1995) observations

show filamentary structures erupting near the northwest

limb of the Sun. This is most evident in the 195 Å band-

pass with images taken at a 12 minute cadence and an

exposure time of 4.5 seconds. These structures can be

seen in the difference image given in Figure 1. Multiple

filamentary structures are near the position angle (PA)

of 315◦ (counter-clockwise from north pole). They elon-

gate and travel radially outward between times 00:48

and 3:00 UTC. It is not clear where the launch site was

on the Sun given that only one image of these struc-

tures was captured by the 304 Å bandpass. Taken at

1:18 UTC with an exposure time of 32 seconds, the

304 Å image shows many towering prominence loops

that extend downward to footpoints that do not reside

in the foreground. These observations suggest that, be-

fore 00:48 UTC, the CME either has yet to launch or is

traveling behind the solar disk; and, beyond 3:00 UTC,

the CME material has traveled beyond the field of view

or is no longer emitting radiation within the bandpass.

Images in the 171 Å and 284 Å bandpasses were taken

at times outside of this time window and therefore did

not provide relevant information. Based on the time

window, the structures imaged by EIT begin to erupt

at least two hours before the UVCS observations cap-

ture the CME at a heliocentric distance of 1.4 R� along

SOHO’s POS. Assuming the EIT structures continued

to travel radially outward at a constant speed, the ob-

servation times suggest a speed of ∼80 km s−1 along the

POS for CME material traveling from the limb to a he-

liocentric distance of 1.4 R�. However, we later discuss

the importance of confirming observations of the same,

specific structures at multiple heights when attempting

to deduce the velocity of CME material.

2.2. LASCO Photometry

White light photometry of LASCO (Brueckner et al.

1995) can be obtained from any of its three cameras: C1,

C2, and C3. The C1 camera however was no longer op-

erational after 1998; therefore, data on the 1999 CME is

available only from the C2 and C3 camera. They provide

a combined field of view covering 2.5 to 30 R�. Among

the LASCO images that capture the CME, we primarily

consider the images that occur near the UVCS observa-

tion times. This is limited to the C2 images taken from

2:49 to 4:49 UTC each with an exposure time of 25 sec-

onds. An example of when UVCS observations coincide

with LASCO is given in Figure 2. At distinct times, the

single slit aperture of the UVCS instrument monitors

the corona at distinct heliocentric distances (dH). In our

example, we overlay the slit (illustrated as a blue line)

onto a difference image of LASCO white light photome-

try only if the UVCS slit-image is taken at a time within

±20 minutes of a single LASCO C2 image. Within this

time interval, Figure 2 shows the UVCS slit’s center at

1.7, 1.9, 2.1, and 2.6 R� at different times. The UVCS

observations that have an assigned identification (ID)
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Figure 1. EIT difference image from observations taken at
02:24 and 02:36 UTC in the 195 Å bandpass. In the top
right, plumes of elongated CME material continuously and
slowly erupt off the limb between 00:48 and 03:12 UTC.

ranging from 6 to 17 have (blue) slits that are overlaid

onto the difference image. These UVCS observation IDs

and times are given in Table 1.

The positions of the slit during this CME event sug-

gest that UVCS primarily observed the bright, dense

core of the CME. Throughout all of the observations

listed in Table 1, neither the CME’s current sheet, the

faint void, nor the leading edge are discernable within

the UVCS data. According to the CDAW CME Cata-

log (Gopalswamy et al. 2009), the leading edge seen in

LASCO’s C2 and C3 images travels at 500 km s−1 be-

yond 3 R� with a 5 m s−2 acceleration on average along

the POS. The core of the CME is seen in the same white

light photometry and contains amorphous features that

significantly alter in appearance from one image to an-

other. This makes it difficult to determine the core’s

speed when using only white light imagery. Based on

the C2 images we use, this problem is exacerbated with

core material at lower heights in the corona. As the ma-

terial expands and travels higher in the corona, some

features of the CME core are more clear in their dis-

cernible shape in one image than another image, and

they also become fainter. Consequently, we depend on

the UVCS information for velocity estimates of features

seen within the CME core. However, the leading edge

velocity from LASCO does serve as an upper limit for

the core’s velocity along the POS.

Figure 2. LASCO difference image from observations taken
at 03:25 and 03:49 UTC show the CME’s amorphous core and
shell-like leading edge. The blue lines represent the UVCS
slit aperture at times corresponding to the observations IDs
(cf. Table 1).

2.3. UVCS Observations of CME Core

Effective ultraviolet coronograph spectrometers at-

tempt to minimize the contamination of bright solar disk

emission while maximizing the signal of relatively weak

coronal emission lines. Many spectrometers constructed

for this purpose are modeled after the design originally

introduced by Kohl et al. (1978). As one of such instru-

ments, UVCS was designed to detect coronal emission

covering the 940–1360 Å wavelength range as a means

for studying the physical conditions of coronal plasma

from dH ≈ 1.5 R� out to dH ≈ 10 R� away from the

center of the solar disk in the plane of sky (Kohl et al.

1995, 2006; Gardner et al. 1996, 2000, 2002). UVCS con-

sists of two spectrometers (Pernechele et al. 1997): the

Lyman-α channel can cover the 1145–1285 Å range but

is optimized for the H I Lyman-α line at 1216 Å while

the O VI channel can cover the 940–1125 Å range but is

optimized for the O VI 1032 and 1038 Å doublet lines.

In this work, we only use data from the O VI channel.

We analyze data from both the “primary” light path

and the “redundant” light path, albeit both paths lead

to the O VI detector. The redundant mirror provides

the spectral coverage needed to monitor H I Lyman-α

emission without using the Lyman-α channel.

On 17 May 1999, UVCS was staring near the north-

west limb of the Sun at a position angle of 315◦ with

the slit positioned at heliocentric distances ranging from

Solarman
Highlight
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Table 1: UVCS Observations

ID Time (UTC) dH (R�) ∆t (s)

0 03:07:50 1.4 200

1 03:11:14 1.4 200

2 03:15:13 1.5 200

3 03:18:39 1.5 200

4 03:22:36 1.7 180

5 03:26:04 1.7 180

6 03:29:33 1.7 180

7 03:33:34 1.9 180

8 03:37:04 1.9 180

9 03:40:33 1.9 180

10 03:44:32 2.1 180

11 03:48:03 2.1 180

12 03:51:32 2.1 180

13 03:55:02 2.1 180

14 03:58:47 2.6 180

15 04:02:18 2.6 180

16 04:05:46 2.6 180

17 04:09:16 2.6 180

18 04:12:47 2.6 180

19 04:16:49 3.1 200

20 04:20:14 3.1 180

21 04:23:47 3.1 200

22 04:27:13 3.1 180

23 04:30:45 3.1 200

24 04:34:10 3.1 180

25 04:37:43 3.1 180

Notes. The POS heliocentric dis-
tance, dH , corresponds to the slit’s
central pixel.

1.42 to 3.10 R�. The core of a CME passes through the

field of view and there are 26 images taken with exposure

times of either 180 seconds or 200 seconds. This is tabu-

lated in Table 1 and all of these images capture features

of the CME core at the same position angle. There are

no observations that occur immediately before or imme-

diately after the CME event at this position angle. The

spatial binning along the slit is 3 pixels (21”).

Due to the limitations of telemetry, three distinct pan-

els within the O VI channel’s spectral coverage were

stored. As shown in the example of Figure 3, the three

panels were stored with a binning of 3, 2, and 2 pixels

in the dispersion direction which corresponds to -0.298,

-0.199, and -0.199 Å respectively for the primary light

path and 0.274, 0.183, and 0.183 respectively for the re-

dundant light path. The negative dispersion indicates

that the wavelengths will increase in the opposite di-

rection (as seen in Figure 3). The three panels have

wavelength ranges respectively corresponding to 1023–

1043, 979–993, and 975–978 Å for the primary path. For

the redundant path, the wavelength ranges are 1163–

1182, 1209–1222, 1223–1226 Å respectively. See Table 2

for the most prominent spectral lines identified along

with their peak ion formation temperature under ion-

ization equilibrium. The wavelength calibration, flux

calibration, and corrections in detector distortions and

flat fielding are processed via the UVCS Data Analysis

Software version 5.1 (DAS51).

3. DATA ANALYSIS

As shown in Figure 3, the three UVCS panels have

information from the ultraviolet spectral lines listed in

Table 2. In the leftmost panel, the spectral lines of in-

terest come from the primary optical path. The Si XII

line at 521 Å is present in its second spectral order at

1042 Å. Between the O VI doublet lines (1032 Å and

1038 Å) is a H I Lyman-α instrumental ghost due to im-

perfect spacing of grating grooves. In the middle panel,

the spectral lines come from the primary and redundant

optical paths. The two N III lines are from the primary

path and the rest are from the redundant path. Similar

to the Si XII line, the Mg X line at 610 Å is detected

in its second spectral order at 1220 Å. The rightmost

panel only contains the C III emission at 977 Å coming

from the primary path.

At various position angles along the slit, material from

the CME or background corona can be Doppler shifted

away from the gray dashed line in Figure 3. For exam-

ple, in most of the spectral lines, there is an abnormally

bright bulge at PA = 330◦. This CME material extends

to lower position angles along the slit. Near PA = 315◦,

the material is clearly redshifted.

From one image to another, there are only slight

changes to the position angles and Doppler shifts of

the CME material. Per spectral line, prominent fea-

tures within the CME material can be tracked from one

height to another by monitoring the consistency of the

structure’s position angle, Doppler shift, brightness rel-

ative to other spectral lines, and spatial size (along the

slit). As the CME evolves, these characteristics should

change; but, we expect only minor changes over the time

intervals required for UVCS observations to shift from

height to another. These shifts often occur at intervals

of about ten minutes (cf. Table 1).

Tracking specific structures seen along the slit from

one height to another becomes difficult if a structure

becomes too faint or becomes visually mingled with an-

other structure. Tracking can also be difficult if a struc-
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Figure 3. UVCS data taken when slit aperture is positioned to dH = 1.4 R� at 03:08 UTC. From top to bottom, the spectral
lines in this example show the background corona, a very bright clump of CME core material, and diffuse CME core material.

Table 2: Prominent lines detected by UVCS during CME

Wavelength (Å) Ion Transition log Tm

1215.67 H I Lyman-α 4.5

1025.72 H I Lyman-β 4.5

977.02 C III 2s2 1S0 - 2s2p 1P1 4.8

989.79, 991.58 N III 2s22p 2P1/2,3/2 - 2s2p2 2D3/2,5/2 4.9

1213.85 [OV] 2s2 1S0 - 2s2p 3P2 5.4

1218.39 O V] 2s2 1S0 - 2s2p 3P1 5.4

1031.91, 1037.61 O VI 2s 2S1/2 - 2p 2P3/2,1/2 5.5

609.76, 624.93 Mg X 2s 2S1/2 - 2p 2P3/2,1/2 6.1

499.37, 520.66 Si XII 2s 2S1/2 - 2p 2P3/2,1/2 6.4

Notes. The Mg X and Si XII spectral lines are seen in their second spectral order.

ture observed at one height has similar characteristics as

a different structure observed at a higher height. If one

confuses distinct structures as the same structure, this

will lead directly to a miscalculation of the velocity. An

example of this occurs when distinct parts of the same

elongated, filamentary structure are observed at distinct

heights along the POS.

Tracking specific structures should not depend solely

on observations of plasma that share similar character-

istics at multiple heights. For the sake of accurately

assessing the evolution of the specific clump of plasma,

it is necessary to consider the reasons why the clump

might be bright in one image and faint in the next im-

age or be found at a different PA or different Doppler

shift in subsequent images. In such scenarios, the conti-

nuity of information between images for a single clump

of plasma becomes ambiguous. Therefore, we use three

approaches to confirm that the single-slit UVCS has ob-

served the same structure over multiple images at dis-

tinct coronal heights: we consider the spatial position,

the brightness, and the velocity of clumps at each height.

3.1. Confirmation from spatial position

The automated programming for UVCS operations

was set to take 2, 2, 3, 3, 4, 5, and 7 exposures when

observing heights 1.4, 1.5, 1.7, 1.9, 2.1, 2.6, and 3.1 R�

Solarman
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(a)

04:02 A 04:06 B 04:09 C 04:13

(b)

04:27 A 04:31 B 04:34 C 04:38

Figure 4. For four exposures, the UVCS panel showing the O VI doublet lines is presented. (a) This row corresponds to
the last four exposures with the slit at dH = 2.6 R�. (b) This row corresponds to the last four exposures with the slit at
dH = 3.1 R�.

respectively. The most images come from heights 2.6

and 3.1 R� and thus those images would provide the

best chance at discerning the same material at multiple

heights. The last four images taken at 2.6 R� are shown

in Figure 4a and the last four images taken at 3.1 R� are

shown in Figure 4b. Each image only shows the panel

of the detector that contains the O VI doublet lines, and

the visual contrast of each image is arbitrarily set to

best emphasize the O VI features. Therefore, some H I

Lyman-β features are present but difficult to see; and,

the brightness of one image should not be compared to

that of another.

At 2.6 R� (cf. Figure 4a), the first image contains

a bright clump of CME core material at 330◦ in the

O VI lines. This material extends to lower positions on

the slit. The Lyman-β emission shows distinct clumps

of H I material near the same position angle of 330◦.

In the second image (A), the brightest clump of O VI

material is slightly higher than before. There is now a

clump at the lower position of 322◦, which has a slightly

wider spectral width than the material at the same posi-

tion angle in the previous image taken ∼3 minutes prior.

The white arrow points at this new clump for the 1038 Å

line, although the same phenomenon occurs at 1032 and

1026 Å and in other UVCS panels at 1216 and 977 Å

that are not shown. The third image (B) shows the

highest clump at a slightly higher position angle than

3 minutes prior, and the white arrow is higher to show

that the lower clump’s position is higher as well. Now,

the H I emission at 1026 Å (and at 1216 Å) is rela-

tively faint at that lower position but still has a clump

of H I material that remains bright at the higher posi-

tion. In the fourth and final image (C ), the white arrow

is nearly overlapping with the highest clump to indicate

that much of the lower material seen 3 minutes prior is

now predominantly at this high position, although some

of this clump’s material is still seen at the lower position.

Therefore, between the four images taken at intervals of

∼3 minutes, there is a clump of plasma that seems to

appear at image A and seems to be one portion of a

filamentary structure that is seen again in image B and

again in image C. The long filamentary structure, which

is travelling outward at a near radial direction along the

POS, must be oriented at a small angle from the slit.

This would cause the same strand of material to be im-

aged at gradually higher (or gradually lower) position
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angles as it passes by. This is occurring while another

bright strand of material is consistently seen in all four

images in almost all spectral lines near PA = 331◦. Al-

though not shown, these phenomena amongst the four

images are evident in the C III emission as well.

At 3.1 R� (cf. Figure 4b), similar phenomena occur.

A bright bulge appears in image A (indicated by the

white arrow) and its neighboring or connecting mate-

rial (also indicated by the white arrow) seems to appear

at slightly higher positions in image B and image C.

This qualitative assessment of the clumps’ positions is

evidence to support the hypothesis that the clumps of

plasma observed in the last three exposures with the slit

at 2.6 R� are the same clumps of plasma observed in the

last three exposures with the slit at 3.1 R�. Although

this is clear for the clumps marked by the white arrows,

it is likely true also for the consistently bright clumps

at the higher position along the slit. Clumps at the

higher position angle seem to keep a similar size (along

the slit) throughout images A, B, and C at 2.6 R�; and

at 3.1 R�, the clumps at the higher position angle also

exhibit a consistent size throughout images A, B, and C.

Thus, the pattern of behavior seen at the higher position

angle remains the same between 2.6 and 3.1 R�. For

clumps at both position angles, the two O VI emission

lines provide the best evidence to qualitatively confirm

the hypothesis, but other spectral lines have their own

features that follow similar patterns which support the

hypothesis as well.

For the clumps observed at heights below 2.6 R�, such

patterns of behavior are not clearly seen. At each height

below 2.6 R�, only two, three, or four images were taken

and no distinguishable feature seemed to “appear” at

multiple heights (like the lowest clump at 2.6 R� that

appears in image A and later appears at 3.1 R� again in

image A). Ultimately, the spatial characteristics of the

clumps observed below 2.6 R� do not confirm a multi-

height detection.

3.2. Confirmation from Brightness

A more quantitative confirmation comes from the

clumps’ brightness at each height and is summarized in

Figure 5. We record the total intensity for each spectral

line after subtracting out the background corona. None

of the UVCS exposures occur immediately before or af-

ter the CME event. Therefore, we use the relatively faint

regions near the top and bottom of the detector (e.g.,

PA ∼ 340◦ or 300◦ for data in Figure 4) to determine

the average background coronal flux for each spectral

line and subtract it from the regions of CME material.

The light curve shows the total intensity amongst all

clumps within a given spectral line. Although we can

clearly distinguish one clump from another along the

slit aperture, the changes in position angle and bright-

ness introduce uncertainties in defining a consistent size

for each individual clump. This is exacerbated as multi-

ple clumps become very close to one another along the

slit aperture in a given image. Therefore, we maintain

consistency by tracking the total brightness of all of the

CME material along a given spectral line as one com-

posite clump, instead of tracking the brightness of each

individual clump.

Figure 5 shows light curves for the O VI 1032 Å emis-

sion (in units of 1010 photons steradian−1 cm−2 s−1)

and the H I 1216 Å emission (in units of 1012 pho-

tons steradian−1 cm−2 s−1) for slit positions of 2.6 and

3.1 R�. The vertical dashed line visually separates the

data taken at 2.6 R� from the data taken at 3.1 R�.

The intensities at 3.1 R� are arbitrarily amplified by a

factor four for 1032 Å and thirty for 1216 Å in order to

visually place the light curves on the same scale.

As previously mentioned, the most images per height

are taken at 2.6 and 3.1 R�, which give enough infor-

mation to make useful height-to-height comparisons. In

the light curves for 1032 Å, the final three images (A, B,

and C ) at both heights yield a pattern where the com-

posite clump intensity is brightest for image B, second-

brightest for image C, and third-brightest for image A.

This suggests that the composite clumps observed at

2.6 R� are the same as the composite clumps observed

at 3.1 R�. The same can be said about the light curves

for 1216 Å, which have their own pattern of monoton-

ically increasing over time. Although this height-to-

height similarity may also be true for the images taken

prior to seeing composite clump A, we focus on the last

three images since they provide the best signal to noise

ratio.

We find these two forms of confirmation despite the

composite clumps’ decrease in brightness as they travel

from 2.6 to 3.1 R�. The O VI emission at 1032 Å drops

by a factor four and the H I emission at 1216 Å drops

by a factor of thirty. The difference in factors might

be attributed to the H I being in a cooler region of

the CME core that is separate along the LOS from the

O VI. The general decrease in brightness can occur for

many different reasons. Some of the decrease may come

from a change in density and temperature as the ma-

terial expands between 2.6 and 3.1 R�. The decrease

in brightness for distinct spectral lines can be due to

changes in ionization states within the emitting plasma.

Ultimately, the degeneracy amongst parameters that af-

fect the CME’s brightness obscures the specific under-

lying mechanisms that are responsible for the specific

decreases in brightness observed by UVCS.
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3.3. Multi-height velocity

Since composite clumps A, B, and C seem to appear

in the UVCS observations at both 2.6 and 3.1 R�, we

can estimate their total velocities. We determine the

POS velocity by accounting for the two distinct times

each clump is observed at two distinct heights (and

position angles) in the corona. At both heights, we

find the intensity-weighted centroid of each composite

clump for each spectral line. Using the centroid po-

sitions and observation times, we estimate an average

velocity in the POS for the composite clump between

2.6 and 3.1 R�. The centroid positions indicate a di-

rection for the POS velocity vector that is almost radi-

ally outward. This is due to the composite clumps be-

ing found at nearly the same position angles at 2.6 R�
(with centroid PA ∼ 327◦) and 3.1 R� (with centroid

PA ∼ 324◦). When all of these factors are considered,

each composite clump within its respective spectral line

yields a multi-height, average velocity in the POS equal

to ∼250 km s−1.

To give an example, we determine a centroid posi-

tion for each spectral line in which composite clump B

is found. For this clump, the average of the centroid

PAs is 327.4◦ when the slit’s center is at 2.6 R� and

323.7◦ when the slit’s center is at 3.1 R�. The distance

between the centroids is 0.55 R� with a difference of

25 minutes in observation times. This corresponds to a

speed of 255.1 km s−1 along the POS. This is applied to

the clump’s LOS velocity at 2.6 R� and its LOS veloc-

ity at 3.1 R�. As a source of uncertainty, the estimated

difference in times of observing clump B may be erro-

neous due to the 3-minute exposures. Considering this,

an observation time difference of 28 minutes makes the

POS velocity 227.8 km s−1 and a difference of 22 min-

utes yields 289.9 km s−1, which suggests a ∼30 km s−1

uncertainty about the POS estimate of 255.1 km s−1.

We determine the instantaneous LOS velocity compo-

nent from Doppler shifts of each spectral line. As an

example, the spectral lines emitted by clump B exhibit

Doppler shifts that average to 54.3 km s−1 as a blueshift

at 2.6 R� and 56.1 km s−1 as a redshift at 3.1 R�. The

transition from blueshift to redshift could be evidence of

helical motion; but, there are not enough observations

of clump B (at multiple heights) to confirm periodicity

in its Doppler shifts and thus helicity in its motion.

For our final velocities, if a composite clump has a

POS estimate of 250 km s−1 and a LOS estimate (for a

given ion and spectral line) of 50 km s−1, this altogether

yields a total velocity magnitude of 255 km s−1 with a

direction oriented 11◦ out of the POS. To account for

unknown sources of error, we conservatively adopt an

upper limit of 300 km s−1 and a lower limit of 200 km s−1
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Figure 5. Light curve for composite clumps seen when the
slit is positioned at 2.6 R� (left of vertical dashed line) and
at 3.1 R� (right of vertical dashed line). Top: O VI 1032 Å
light curves are shown. Bottom: H I 1216 Å light curves are
shown. See text in §3.2 for further details.

for each composite clump. This multi-height, average

velocity is used in §4.2 to obtain the aforementioned

velocity-based confirmation of composite clumps A, B,

and C.

We do not attempt the velocity-based confirmation for

composite clumps found at heights below 2.6 R� (i.e.,

dH =1.4, 1.5, 1.7, 1.9, and 2.1). Considering their po-

sitions along the slit (as in §3.1) and their light curves

(as in §3.2), there are not enough images taken at these

heights to confirm that a clump captured at one height

was also captured at another height. Without either of

these forms of confirmation, two distinct heights and ob-

servation times cannot be used to determine the multi-

height velocity estimate of any of these clumps. There-

fore, we exclude these clumps from the velocity-based

confirmation test in §4.2. The lack of various forms

of confirmation implies that each of these clumps were
likely observed at only a single height, which is typical

for observations by single-slit coronagraph spectrome-

ters. Therefore, we do not use these clumps when con-

straining the CME core’s physical properties as a func-

tion of height.

4. PLASMA DIAGNOSTICS

We can deduce the physical properties of the observed

plasma by decomposing the components of the UV radi-

ation observed. We use atomic models to determine the

contribution from collisional excitation or radiative exci-

tation of the emitting ions. Assuming the coronal model

approximation, ions are excited from their ground state

primarily by free electron collisions or photo-absorption

and subsequently are de-excited primarily through spon-

taneous radiative decay. For excited ions in metastable
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Table 3: UVCS composite clump intensity ratios

Ratio A1 A2 B1 B2 C1 C2

O VI 1032
O VI 1038

1.788± 0.090 1.746± 0.089 1.842± 0.093 1.703± 0.086 1.830± 0.092 1.632± 0.083
H I 1216
H I 1026

293.581± 73.448 94.205± 23.725 297.988± 74.542 171.086± 43.043 355.283± 88.858 298.477± 74.985
H I 1216
O VI 1032

68.151± 20.448 3.761± 1.129 46.008± 13.803 6.811± 2.044 110.060± 33.021 16.890± 5.068
H I 1026
O VI 1032

0.232± 0.046 0.040± 0.008 0.154± 0.031 0.040± 0.008 0.310± 0.062 0.057± 0.011
O V 1218
O VI 1032

1.249± 0.375 0.245± 0.074 0.990± 0.297 0.276± 0.083 1.728± 0.519 0.409± 0.123
C III 977
O VI 1032

1.196± 0.359 0.093± 0.028 0.919± 0.276 0.144± 0.043 0.994± 0.298 0.179± 0.054

Notes. The relevant intensity ratios for three composite clumps (A, B, and C ) are given. Each clump of CME material is
labeled with a 1 to represent its observation at the first coronal height, 2.6 R�, and a 2 to represent the second coronal height,
3.1 R�. As elaborated in the text of §4.3, the intensity ratio uncertainties we adopt are based on both the calibration of UVCS
data and the uncertainties within atomic models that describe each transition line.
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Figure 7. Intensity ratios of individual clumps observed in
the O VI doublet lines.

states, the radiative decay rate is much slower and the

collisional de-excitation rate is no longer negligible. Ak-

mal et al. (2001) exploited this fact with the [O V] 1214 Å

and O V] 1218 Å lines (cf. Table 2). Because of the col-

lisional de-excitation, the intensity ratio of the O V lines

became a useful density diagnostic for their CME analy-

sis. The intensity ratio between the N III 990 and 992 Å

lines can serve as a density diagnostic as well.

Unfortunately, for three of these lines, clumps A, B,

and C are too faint to clearly distinguish them from the

grating-scattered light from bright Lyman-α emission

and the background corona. For the last three exposures

taken at both 2.6 and 3.1 R�, only the O V] 1218 Å line

is bright enough. Therefore we do not make use of the

other three lines in our plasma diagnostics. Also, the

three clumps are not seen in the second-order Mg X and

Si XII lines. We therefore discard these spectral lines

from our analysis as well.

4.1. Two Components of Emissivity

The O VI doublet can serve as both a velocity and

density diagnostic if we consider the aforementioned

two processes of plasma excitation in the corona. For

emission at wavelength λ, the two processes are re-

sponsible for the two components of emissivity. This

yields a total local intensity Iλ, in units of pho-

tons cm−2 s−1 steradian−1, that can be summarized as

the following:

Iλ =
1

4π

∫
LOS

(εc,λ + εr,λ)ds,

εc,λ = nZ,z · neqex,λ(Z, z, T ),

εr,λ = nZ,z · I�(λi + δλi)σλW(r).

(1)

The collisional excitation component εc,λ includes col-

lisional excitation rate coefficient qex,λ in units of pho-

tons cm3 s−1. The radiative excitation component εr,λ
includes the dilution factor W(r) which is the solid an-

gle, 2π
(

1−
√

1− (R�/r)2
)

, subtended by the solar disk
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with respect to the scattering plasma that is at a he-

liocentric distance r away: a distance that is not con-

fined to the POS like dH . The effective cross section for

scattering radiation of a given wavelength is σλ and the

I� is the intensity from the solar disk radiation that is

to be scattered. The incident radiation from the disk

emits at λi and is Doppler shifted by δλi with respect

to the velocity of the plasma. The free electron den-

sity ne only directly affects the collisional excitations.

The ion density nZ,z directly affects the ion’s collisional

and radiative excitations. It can be characterized as

nZ,z = nHAZfz, where the number density of ion z

of element Z is the product of the hydrogen density

(nH), the Z element’s abundance (AZ) relative to hy-

drogen, and the fraction (fz) of all ions z of element

Z. Values for qex,λ are given by the CHIANTI atomic

database (Dere et al. 1997, 2019). Values for σλ are

based on oscillator strengths from CHIANTI, and val-

ues for I� are based on observations from Vernazza &

Reeves (1978) taken near solar minimum. We multi-

ply their I�(λi = H I 1216) values by a factor of 1.37

and all other solar disk emission lines by 1.5 to account

for the solar maximum activity in 1999 according to

measurements from the UARS/SOLSTICE instrument

(Rottman et al. 2001).

The ratio of the O VI doublet lines, I1032/I1038, can be

a useful diagnostic when their collisional and radiative

components are considered. The ratio of their collisional

components is εc,1032/εc,1038 = 2 due to the collision

strengths of their atomic transitions. Consequently, the

ratio of total intensities becomes R = I1032/I1038 = 2.0

when the collisional components dominate. When

both radiative components dominate, the ratio becomes

R > 2 and indicates a slow velocity (i.e., small δλi) for

the scattering plasma (cf. Figure 6). However, at speeds

greater than 100 km s−1 the ratio of total intensities be-

comes R ≤ 2.0. Figure 6 shows an example of how these

characteristics of the O VI ratio can serve as a useful

velocity diagnostic for the CME that we study. Pump-

ing of the 1038 Å line’s radiative component brings the

ratio to R < 2.0. This radiative pumping happens in

Figure 6 due to the Doppler-shifted solar disk emission

from C II: 1036.34 Å or 1037.02 Å following the transi-

tion 2s22p 2P1/2 or 3/2 — 2s2p2 2S1/2. This is applicable

for plasma traveling near 400 or 200 km s−1 respectively.

Due to thermal broadening of the absorption line pro-

files, the range of R < 2 velocities and R > 2 veloci-

ties can broaden under hotter conditions. These ranges

are also affected by our assumption of 25 km s−1 for

any nonthermal broadening. As long as the CME’s ve-

locity is roughly estimated and the observed ratio R

deviates from 2.0, the O VI doublet lines can provide

tighter constraints on the range of original velocity esti-

mates. While the O VI doublet is radiatively pumped by

Doppler-shifted emission, we can take the ratio between

a line’s collisional component and radiative component

to evaluate an average electron density:

ne =
I�(λi = C II 1037)σ1038W(r)

qex,1038

R

2−R
, R < 2, (2)

which is useful for clumps A, B, and C traveling at

∼250 km s−1.

Using the same concepts, we can also estimate a LOS

thickness of the plasma cloud. Once the plasma’s inten-

sity is measured, we can exercise a forward modelling

procedure to estimate the two components of emissiv-

ity by using a model temperature, density (and ioniza-

tion state), and velocity. With Iλ being measured and

the emissivities being modelled, we can estimate a LOS

length sLOS of the emitting plasma cloud. To set an

observational constraint on our model emissivities, we

require that the estimated LOS length is greater than

10% of the observed clump’s POS size along the slit sslit
and less than three times the clump’s POS size:

0.1× sslit < sLOS < 3× sslit, (3)

which can serve as useful upper and lower limits, espe-

cially when an observed clump is very faint and its sslit
is difficult to determine. As an example of a typical

size, clump B ’s average size amongst its spectral lines is

sslit = 0.57 R� at 2.6 R� and sslit = 0.63 R� at 3.1 R�.

This size is defined by the distance between positions of

median-intensity on either side of the peak-intensity of

the composite clump.

All of the techniques used in Equations 1, 2, 3 can ex-

ploit the Doppler dimming effect (Hyder & Lites 1970) of

the two-component emissivity observed from coronal, ul-

traviolet radiation. Techniques like these can yield diag-

nostics on the emitting plasma and have been employed

by many spectroscopic studies of CMEs (e.g., Ciaravella

et al. 2001; Raymond & Ciaravella 2004; Bemporad et al.

2006) and the solar wind (e.g., Kohl & Withbroe 1982;

Noci et al. 1987; Cranmer et al. 2008; Strachan et al.

2012; Gilly & Cranmer 2020).

4.2. Confirmation from Velocity

We use the O VI doublet ratio as a velocity diagnos-

tic to confirm or reject the notion that the single-slit

UVCS serendipitously captured images of the same un-

predictable CME material at multiple heights in the

corona. We assign ±5% uncertainties to our observed
O VI 1032
O VI 1038 intensity ratios to account primarily for rela-

tively minor uncertainties in the radiative components’
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solar disk line profiles and effective scattering cross sec-

tions. The ratio for each individual clump within each

image of the UVCS observations is plotted in Figure 7.

Below 2.1 R�, the R > 2 ratios imply that the clumps

have speeds between 0 and 100 km s−1 (cf. §4.1 and Fig-

ure 6). In this case, the greatest intensity ratio observed,

R = 2.52, corresponds to the slowest velocity estimate,

which is roughly ∼45 km s−1 depending on the density

and temperature of the plasma. However, as mentioned

in §3.3, the velocity is not confirmed by observations of

the same clump at multiple heights.

At 2.1 R�, the R ≈ 2 ratios suggest that the O VI dou-

blet alone is no longer a useful diagnostic. If the CME

core material is accelerating, the instaneous velocities

estimated from the R > 2 ratios below 2.1 R� can act

as a lower limit for the velocities determined at 2.1 R�
with R ≈ 2 ratios. This still leaves much ambiguity

in the clumps’ velocities as well as a lack of confirma-

tion in their multi-height detection. Thus, these clumps

are not included in our observational constraints of the

CME core.

Above 2.1 R�, the observed R < 2 ratios imply that

the velocity can be determined if a different, indepen-

dent estimate of the velocity is first acquired. We elab-

orated in §3.3 how the three composite clumps observed

at 2.6 and 3.1 R� have velocities of∼250 km s−1. There-

fore, we constrain the model intensity ratios (like that of

Figure 6) to R < 2 models that correspond to velocities

between 200 and 300 km s−1. Figure 6 is an example

showing how there are R < 2 models that reside within

this velocity range. Therefore, the physical conditions

modelled can be constrained by the observed intensity

ratios in a way that shows agreement between two inde-

pendent velocity estimates: the instantaneous velocity

estimates from Doppler dimming models and the aver-

age velocity estimates from multi-height observations of

the plasma.

4.3. Constraints on Physical Properties

Confirming the precise details of the plasma’s physical

properties will require constraints from more than just

the O VI ratio. Other spectral line ratios can act as use-

ful diagnostics for various properties, including tempera-

ture, density, velocity, and ionization states. We present

these observational constraints in Table 3. For reasons

elaborated in §3.2, we only consider the ratios of the to-

tal intensities for the three composite clumps, instead of

the many individual clumps. We conservatively assign

uncertainties of 25%, 30%, 20%, 30%, and 30% for the
H I 1216
H I 1026 , H I 1216

O VI 1032 , H I 1026
O VI 1032 , O V 1218

O VI 1032 , and C III 977
O VI 1032

ratios respectively which include uncertainties in model

atomic rates, adopted solar disk emission line profiles,

model scattering cross sections, and distinct UVCS cal-

ibrations for the primary and redundant optical paths.

Using distinct ratios as observational constraints car-

ries distinct assumptions about the plasma cloud’s en-

vironment. For example, multi-ion ratios like the
H I 1216
O VI 1032 ratio, require the models to assume an isother-

mal plasma cloud mixed with H I ions and O VI ions.

Such assumptions should be handled with care. Al-

though Olsen et al. (1994) and Allen et al. (1998) sug-

gested that the Lyman-α profile of the slow solar wind

(from Olsen) and the fast solar wind (from Allen) acts

as a good proxy for the free proton effective tempera-

ture, we do not assume this to be true for temperatures

that are derived by intensity ratios that include Lyman-

α emission.

5. NUMERICAL MODELS FOR HEATING RATES

The physical properties of the observed plasma give in-

sight on the rate of heating experienced by the plasma.

We determine these physical properties by modelling a

parcel of plasma as it expands and travels radially away

from the solar disk. We primarily monitor its thermal

energy as we follow the plasma with a Lagrangian ap-

proach and assume a self-similar expansion. We allow

the total density n to monotonically decrease over a to-

tal time t and we describe this expansion rate with the

power law

n2
n1

=

(
t2
t1

)−αt

(4)

where the density n1 at time t1 changes to the density

n2 at time t2 at a rate that corresponds to the expansion

index αt.

We model the expansion rate with an index of 3.0 (cu-

bic), 2.0 (quadratic), or 1.0 (linear) to act as an approxi-

mation for the dimensionality of the plasma’s expansion.

The density is an observable quantity of the CME but

the dimensionality of its expansion is unclear because

observations of the three composite clumps do not pro-

vide much information about the CME’s morphologi-

cal properties. To minimize our geometric assumptions,

only the density parameter is directly affected by our

assumed expansion rate, n ∝ t−αt . However, the lack of

morphological information can make the physical inter-

pretation of αt ambiguous. For example, it is possible

for a plasma to undergo a 3D expansion at a rate of

n ∝ r−2 ∝ t−2 (i.e., αt=2) under simplified conditions

where a fluid experiences a steady state flow while its

volume expands at a constant rate in each dimension.

Potential discrepancies like this in dimensionality are

exacerbated when considering that a filamentary struc-

ture within a CME may be expanding in its long length

faster than it expands in its short radius—thus, creating
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Figure 8. Resultant set of electron density and temperature profiles after using the QKR heating function where αB = 2. The
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more ambiguity when defining a single rate of expansion

for CMEs through a power law.

We use the expansion power law to drive one of

our cooling terms for the plasma. Any decrease in

thermal energy via expansion is represented by dE =

kB〈T/n〉dn, where the quantity T/n is averaged over a

given time interval and used to express our total thermal

expansion as

Eδn = kBT
δn

n
erg particle−1, (5)

where T is temperature, δn is the change in density,

and kB is the Boltzmann constant. This is a portion

of the thermal energy kBT that is converted into work

that expands the gas. Due to the δn dependence, a cubic

expansion rate would allow for a far greater cooling than

a linear expansion rate.

The cooling is augmented by conversions of thermal

energy into radiation that escapes the system. The ra-

diative cooling is expressed as

Prad = nenZ,zΛZ,z(T ) erg cm−3 s−1, (6)

where ne is the free electron density (in units of cm−3),

nZ,z is the density for ion z of element Z, and ΛZ,z(T ) is

the cooling rate coefficient (in units of erg cm3 s−1) that

accounts for the emission line and continuum processes

that can occur at a given temperature for a given ion.

We adopt the cooling rate coefficients computed by the

CHIANTI atomic database (Dere et al. 1997, 2019).

We model these cooling mechanisms to reduce the

thermal energy while an unknown heating mechanism

augments the thermal energy by one of our five heat-

ing parameterizations. The first two are not motivated

by any known physical mechanisms of a CME. One is

proportional to the density of the plasma and the other

is proportional to the square of the density. We char-

acterize the former as Qn = CH · n and the latter as

Qn2 = CH · n2, which each have a heating coefficient

CH . With the simple Qn function, we can test the ef-

fects of homogeneously generating a constant rate of

thermal energy within a CME. The utility of the Qn2

is in its square-density dependence. We can gain insight

on how the relatively high density environment near the

solar surface may drastically affect the heating, and this

would directly counteract the square-density dependent

radiative cooling.
The third heating parameterization was adopted by

Allen et al. (1998, 2000) to model the fast solar wind as

the motion of neutral hydrogen, free protons, and free

electrons are influenced by Alfvén waves. It is described

as

QAHH = CH · e−
ra
H erg cm−3 s−1, (7)

where ra is the altitude (equal to r−1.0R�) andH is the

scale height. We adopt 0.7 R� as our scale height to re-

main consistent with Allen et al. (1998), as this was one

of two model scale heights they considered. Here, the

heating rate coefficient, CH , has units of erg cm−3 s−1.

See also Withbroe (1988) and Lionello et al. (2009a) for

additional implementations of this heating function.

Our last two parameterizations are expressed by one

magnetic heating function. Just as we used a power law

to express the dimensionality of our self-similar expan-
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sion, we also present a power law to express the dimen-

sionality of this magnetic heating:

QKR = CH,B0

[(
l

ra,1

)αB

−
(

l

ra,2

)αB
]

erg cm−3

=
B2

0

8π

[(
l

ra,2 − δra

)αB

−
(

l

ra,2

)αB
]
,

(8)

where the coefficient CH,B0
is a constant magnetic pres-

sure (in units of erg cm−3) that includes an initial mag-

netic field strength B0. This magnetic field strength is

mostly applicable to a CME’s flux rope, for which we

assign a characteristic length scale l and a magnetic ex-

pansion index αB . We consider l to be 0.1 R�, which is

typical of a pre-CME flux rope; and, we consider αB to

be either 3.0 or 2.0, which represents a 3D or 2D expan-

sion of the flux rope. We test both choices of αB and

distinguish each choice as its own heating parameteri-

zation. We use αB to parameterize the unknown mor-

phological properties of the magnetic flux rope. Such

properties could influence δra: the plasma’s change in

altitude (ra,2 − ra,1) within a characteristic timescale

while traveling between the two altitudes at some aver-

age, bulk speed within the corona.

This magnetic heating function is inspired by the Ku-

mar & Rust (1996) model for heating when the magnetic

helicity is conserved (Taylor 1974; Berger & Field 1984)

in a self-similarly expanding flux rope. They analyti-

cally perform a dimensional analysis of magnetic helicity

and suggest that it can follow the form Hm ∼ constant

∼ l ·
∫
B2dV , where l is some characteristic length scale

and B2 is the magnetic energy that must decrease as

the volume increases. In their model, a portion of the

free magnetic energy is gradually converted to thermal

energy as the flux rope extends to higher heights in the

corona. We mimic this by using a fraction (given as the

total quantity in square brackets) of the magnetic energy

to consistently heat the parcel of plasma. The nature of

our specific QKR function’s magnetic heating is useful

but it is not meant to explain any specific properties

of the CME’s (unobserved) flux rope. Without know-

ing the morphology of the observed CME, we do not

attempt to deduce the properties of its flux rope within

this paper.

5.1. Initial and Final Physical Conditions

Our numerical modelling procedure yields the physi-

cal conditions of the plasma as a function of time and

height in the corona. We have the two cooling terms

counteract one of the five heating parameterizations in

order to change the internal thermal energy of the parcel

of plasma: dU = 3
2nkBdT .
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Figure 9. Resultant set of ionization fraction profiles after
using the QAHH heating function and constraints from only
the H I 1216

O VI 1032
ratio.

We start by establishing a grid of initial condi-

tions and allow each cell (or model) of the grid to

evolve until the heights of clumps A, B, and C are

reached. The initial conditions we consider include den-

sities of log(n0/cm−3) ∈ [6.0, 12.0] and temperatures of

log(T0/K) ∈ [4.0, 7.1] experienced by a plasma cloud

in ionization equilibrium at r = 1.1 R�. The range

of heating rate constants (CH) we consider varies from

one heating function to another. Our initial conditions

also include coronal elemental abundances from Feld-

man et al. (1992) and ion populations in ionization equi-

librium from the CHIANTI database.

After initiation, we reject models with temperatures

that evolve beyond our temperature ceiling of 108 K

or below our temperature floor of 104 K. Once the

heights of our observed clumps are reached, we use

each model’s instantaneous temperature, density, and

velocity to determine the emissivities and intensity ra-

tios for the spectral lines observed by UVCS. At these

heights, each model must meet the observational con-

straints established by the multi-height velocity lim-

its, the LOS length limits, and the intensity ratio lim-

its. We assign each model a range of instantaneous ve-

locities that lie within the multi-height velocity limits:

200 ≤ v / km s−1 ≤ 300. When compared to the ob-

served intensity of an emission line, the model’s emis-

sivities (derived from the model’s temperature, density,

and velocity) must yield an estimate for the clump’s LOS

length that is similar to the clump’s POS size. Subse-

quently, the model’s emissivities for a pair of emission

lines must yield an intensity ratio that agrees with ob-

servations. Each cell-model within our grid that meets

these criteria is included in our final evaluation of the

energy budget. The model’s cumulative heating (spe-

cific) energy, HEC , is compared to the sum of the kinetic
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(specific) energy, 1
2v

2, and the gravitational potential

(specific) energy, GM�(1/1.1R� − 1/r). The cumula-

tive heating energy is the sum of the model’s initial

thermal energy and continuous production of thermal

energy via the heating function. Thus, each model will

have a lower cumulative heating at the lower height of

r = 2.6 R� than at 3.1 R�. This 1D numerical mod-

elling procedure is a variation of the methods utilized by

other UVCS CME heating analyses (Akmal et al. 2001;

Ciaravella et al. 2001; Lee et al. 2009; Landi et al. 2010;

Murphy et al. 2011).

5.2. Non-Equilibrium Ionization Code

In our procedure, the evolving ionization states di-

rectly affect each model’s emissivities, intensity ratios,

and radiative cooling. The initial condition for each

model requires that the plasma environment changes

temperature on a timescale that is long enough to al-

low the ions’ rate of ionization to balance the rate of

recombination. Within this thermodynamic timescale,

the population of ionization states is independent of time

and can be determined as a function of temperature.

This assumption of ionization equilibrium does not hold

when astrophysical phenomena compel a plasma’s ther-

modynamic state to change more rapidly than the ion-

ization rate or the recombination rate.

The ionization and recombination rates are affected by

the environment’s density and, even more so, the tem-

perature. As an example, the low-density regions distant

from the dense solar surface can suppress a plasma’s

ability to ionize or recombine despite experiencing hot

coronal temperatures. Also, a high-speed solar wind af-

fecting those regions can transfer the plasma quickly to

other regions within timescales that are too short for the

ionization and recombination processes to balance out.

Such scenarios might occur on timescales that observa-

tions do not temporally resolve; therefore, meticulous

care should be taken by accounting for a net change in

the population of ionization states that is predominantly

due to recombination processes or predominantly due

to ionization processes (e.g., Raymond 1990; Rakowski

et al. 2007; Ko et al. 2010; Bradshaw & Klimchuk 2011;

Gruesbeck et al. 2011, 2012; Landi et al. 2012; Rivera

et al. 2019a). If unknown mechanisms heat the plasma

quickly while the ionization rate is much slower, an ion-

ization equilibrium assumption for the observed ioniza-

tion states would understimate the temperature. Con-

versely, if the plasma is quickly cooled and observations

of its ionization states are taken before slow recombina-

tion processes occur, the ionization equilibrium assump-

tion would overestimate the temperature. In such cases,

the non-equilibrium ionization states can be determined

through the formula

dnz
dt

= nenz−1qi(Z, z − 1, T )

− nenz
[
qi(Z, z, T ) + αr(Z, z, T )

]
+ nenz+1αr(Z, z + 1, T ),

(9)

where qi is the ionization rate coefficient and αr is the

recombination rate coefficient. This formula is incorpo-

rated into the ionization code developed by Shen et al.

(2015). Originally written in fortran1, we use its

python2 counterpart.

The ionization code solves the time-dependent equa-

tions for a parcel of gas traveling in a Lagrangian frame-

work, in which the temporal evolution history of plasma

density and temperature can be obtained. The code

pre-calculated all qi and αr values at a grid of tempera-

tures and saved them into structured tables based on the

atomic database Chianti v9 (Dere et al. 2019). The cal-

culations are then analytically simplified with the Eigen-

value method described by Masai (1984) and Hughes &

Helfand (1985) for a given temperature. To maintain

temporal efficiency in the enormous computations, we

apply an adaptive time step strategy (see Shen et al.

(2015) for details), and load only the tables during the

simulation. We obtain these calculations for all ioniza-

tion states of ten elements: H, He, C, N, O, Ne, Mg,

Si, S, and Fe. We use the resulting ionization fractions

to compute nZ,z for the emissivity described by Equa-

tion 1 as well as the rate of radiative cooling described

by Equation 6.

6. MHD MODEL FROM MAS SIMULATION

With our 1D numerical models, we can determine

the physical properties of the plasma observed at two

heights in the corona. The historical evolution of the

plasma’s physical properties can be approximately eval-

uated as well; but, unfortunately, such a modelled evo-

lution does not have spectra below 2.6 R� to act as a

constraint on the evolving parameters. This would have

provided more insight on how the CME heating begins

near the solar surface and continues to evolve through-

out the corona.

The historical evolution of a CME’s physical proper-

ties can show how one of our heating parameterizations

might be better than another heating parameterization

at realistically mimicking the effects of the true CME

heating mechanisms that are still unknown. Therefore,

we compare parameterizations by using a realistic 3D

1 https://github.com/ionizationcalc/time dependent fortran
2 https://github.com/PlasmaPy/PlasmaPy-NEI

https://github.com/ionizationcalc/time_dependent_fortran
https://github.com/PlasmaPy/PlasmaPy-NEI
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Figure 10. Observationally constrained models using the Qn heating parameterization. Each symbol (i.e., each combination
of color and shape) appears twice to represent each clump’s observation at two distinct coronal heights, which each indicates a
gravitational potential energy. This is the potential energy overcome by the CME core as it travels from the solar surface to an
observation site. (a,c) The kinetic energy and gravitational potential energy are given. (b,d) The cumulative heating energy
is given. The horizontal error bars derive directly from the range of model kinetic energies deduced by the constrained model
velocities.

MHD model that provides the historical evolution of a

simulated CME with similar properties to the one that

we observe. This simulation is a product of the Mag-

netohydrodynamic Algorithm outside a Sphere (MAS)

code.

MAS models the global solar atmosphere from the top

of the chromosphere to Earth and beyond, and it has

been used extensively to study coronal structure (Mikić

et al. 1999; Linker et al. 1999; Lionello et al. 2009b;

Downs et al. 2013; Mikić et al. 2018), coronal dynam-

ics (Lionello et al. 2005, 2006; Linker et al. 2011) and

CMEs (Linker et al. 2003; Lionello et al. 2013; Török

et al. 2018; Reeves et al. 2010, 2019). MAS solves the

resistive, thermodynamic MHD equations in spherical

coordinates (r, θ, φ) on structured nonuniform meshes.

Magnetosonic waves are treated semi-implicitly, allow-

ing us to use large time steps for the efficient computa-

tion of long-time evolution. A simplified radial magnetic

field based on observational measurements is used as the

primary boundary condition. To drive the magnetic field

evolution in MAS, the radial component of the magnetic

field at the boundary can be evolved using a technique

similar to that described by Lionello et al. (2013).

The present version of MAS employs a sophisticated

thermodynamic MHD approach, where additional terms

that describe energy flow in the corona and solar wind

are included (coronal heating, parallel thermal conduc-

tion, radiative loss, and Alfvén wave acceleration; as

fully described in Appendix A of Török et al. 2018).

This treatment is essential for capturing the thermal-
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Figure 11. Tight constraints on evolution of physical conditions after using various double-ratio analyses (for the Qn heating
parameterization).

magnetic state of the corona and solar wind, enabling

the direct comparison of a variety of forward modelled

observables to real observations.

A non-equilibrium ionization module to advance the

fractional charge states of minor ions according to the

model of Shen et al. (2015) was recently incorporated

into MAS. The implementation is very similar to that

of Lionello et al. (2019) for a 1D solar wind code.

7. RESULTS AND DISCUSSION

The composite clumps seen at the highest coronal

heights observed, 2.6 and 3.1 R�, are the only clumps for

which we can confidently deduce two independent esti-

mates of the velocity. The first is a multi-height, average

velocity estimate that comes from the data analysis de-

scribed in §3.3. The second is an instantaneous velocity

estimate from O VI radiative pumping analytics of the

1038 Å line as described in §4.1. Both estimates provide

upper and lower limits for the velocity that are further

constrained by the uncertainties we assigned to the in-

tensity ratios in Table 3. Additionally, as described in

§4, any of our intensity ratios can serve as a diagnostic

for velocity when the resonant scattering components

are comparable to the collisional components. This is

common for the H I 1216
O VI 1032 ratio.

We focus on the three composite clumps emphasized

in Figures 4 and 5. The final results presented in this

section suggest that all three clumps have experienced

similar conditions. After our grid of model initial condi-

tions evolves and reaches the clumps’ respective coronal

heights, a range of model velocities, densities, tempera-

tures, and ionization states is deduced for each clump.

Subsequently, we determine the historical profile of each

clump from their respective models. According to the

profiles we derive, the physical parameters determined

at 2.6 R� are within an order of magnitude of the pa-

rameters determined at 3.1 R� for our three clumps. For

this reason, we report the physical conditions as roughly

the same for both heights in the corona.

Although the model parameters vary as a function of

height, there are general characteristics of the historical

profiles for density, temperature, and ionization states

that are similar in all cases regardless of the heating

function or expansion rate that we use. For example,

in each case, our assumption of a simple self-similar ex-

pansion (expressed in the form of Equation 4) requires

that the density profiles for ions and free electrons mono-

tonically decrease. An example of these observationally

constrained density profiles is given in Figure 8a.

For temperature profiles, the minor details vary case

by case; but, there are three general trends. Examples

of these three general trends can be seen in Figure 8b.

When visualized on a logarithmic scale, the trends can
be described as the following:

[1] The temperature profile begins by decreasing ex-

ponentially until it starts to plateau within 1.4 R�,

which suggests the cooling is substantially greater

than the heating immediately after the eruption

but balances out later.

[2] The opposite occurs. The temperature begins with

an increase and continues in a logarithmic fashion

until it starts to plateau within 1.4 R�, which in-

dicates a heating that is consistently greater than

the cooling by a margin that is gradually decreas-

ing over time.

[3] The temperature profile exponentially decays until

it reaches an inflection point within 1.4 R�, where

it then gradually increases. This occurs when the
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heating is quickly increasing but is temporarily

dominated by the cooling immediately after erup-

tion.

We refer to general trend [1] as D-F since its curve

initially decreases but later begins to flatten out within

1.4 R�. We refer to general trend [2] as I-F since its

curve initially increases but later flattens out. Lastly, we

refer to general trend [3] as D-I since its curve initially

decreases but later increases.

As for the evolution of ionization states, the ionization

fraction profiles are not tightly constrained when using

only the O VI 1032
O VI 1038 ratio. These profiles are heteroge-

neous and their corresponding broad range of tempera-

ture profiles are just as heterogeneous. In this context,

the heterogeneity is clear when temperature profiles are

not limited to a specific general trend: the D-F, I-F,

or D-I trend. When we use the H I 1216
O VI 1032 ratio or the

H I 1216
H I 1026 ratio, there is a strong anti-correlation between

the H I ionization fraction profiles and their correspond-

ing temperature profiles. This is one of the reasons why

the D-F trend is so prevalent for all three clumps regard-

less of heating function and expansion rate. An example

of our ionization fraction profiles is given by Figure 9.

The cooling must be significantly greater than the heat-

ing until the temperature is low enough to yield a sig-

nificant amount of H I at the clumps’ respective coronal

heights (cf. Tm in Table 2). This is why relatively high

temperatures, around 106 or 107 K, are the inferred ini-

tial temperatures for many of the H I models, which

often evolve to a temperature of about 105 K at the

final two observed coronal heights. For the H I 1216
O VI 1032 ra-

tio, the strong temperature constraints on the ionization

state of H I always narrow the range of model tempera-

tures permitted by O VI.

The multi-ion ratios provide diagnostics that are sen-

sitive to ionization states. Our results consistently in-

dicate that the single-ion O VI 1032
O VI 1038 ratio and single-ion

H I 1216
H I 1026 ratio yield a broader range of physical condi-

tions than the constraints of the multi-ion H I 1216
O VI 1032 ra-

tio. When we use the mulit-ion C III 977
O VI 1032 ratio and as-

sume C III ions share the same temperature, density, and

velocity as O VI ions, there is very little agreement with

observations. Only the Qn heating function shows any

agreement at the two observed coronal heights but only

for clump C. This lack of agreement suggests that our

assumption that C III experiences the same conditions

as O VI is not plausible for our three observed clumps.

Using the O V 1218
O VI 1032 ratio and assuming O V shares the

same conditions as O VI yields models that show more

agreement with observations than did the C III 977
O VI 1032 ra-

tio. However, this agreement is seen only when assuming

the Qn heating.

Regardless of the intensity ratio used, our analy-

sis is done using three self-similar expansion indices

(αt) distinctly. None of our calculations using a cu-

bic (αt=3) self-similar expansion rate resulted in models

that agreed with the observational constraints of clumps

A, B, or C. The model densities drop off excessively be-

tween the beginning of its evolution near the solar sur-

face and the end of its evolution near 2.6 and 3.1 R�. At

these observed coronal heights, our model electron densi-

ties (which contribute to the radiation’s collisional com-

ponent) and our model ion densities (which contribute

to both components of radiation) are too low to explain

the clumps’ observed intensities and POS sizes. For the

few models that do yield plausible densities, there is

either far too much heating or far too much cooling at

the beginning of the models’ corresponding temperature

profiles. As a result, this excessive change in thermal

energy along with our aforementioned LOS length con-

straint (cf. Equation 3) have ruled out all models that

utilize a cubic self-similar expansion rate for our three

clumps at 2.6 and 3.1 R�. For this reason, we discuss

results that come from only two of our self-similar ex-

pansion rates.

In the case of Qn2 , only the linear expansion rate

models have results that agree with the observations.

The other four heating parameterizations yield results

for both the quadratic and linear expansion rates. For a

given expansion rate, all heating parameterizations sug-

gest similar physical conditions for the observed clumps

and similar energy budgets. Therefore, we detail the

results in this section only for the Qn parameterization

and we elaborate on the results of the other heating pa-

rameterizations in §A, §B, and §C.

7.1. Density proportional heating

Using the Qn heating, there are five distinct plasma

clouds modelled that agree with the observations: H I,

O VI, H I mixed with O VI, O V mixed with O VI,

and (for only the quadratic expansion rate models) C III

mixed with O VI. The H I dominant material is modelled

through the H I 1216
H I 1026 ratio. The H I and O VI mixture

is modelled through the H I 1216
O VI 1032 ratio or the H I 1026

O VI 1032

ratio. The O VI dominant material is modelled through

the O VI 1032
O VI 1038 ratio. The O V and O VI mixture is mod-

elled through the O V 1218
O VI 1032 ratio. The C III with O VI

mixture is modelled through the C III 977
O VI 1032 ratio. For

all three clumps, we find models that agree with each

of these ratios, except for the C III 977
O VI 1032 ratio. There is

only a very tiny region in parameter space where our

models can agree with the C III observations and that

agreement is only found for clump C.
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We estimate the kinetic energy and gravitational po-

tential energy of the three composite clumps, as illus-

trated by Figures 10a and 10c. Note that the vertical

position of each symbol within its respective error bar

is not statistically more significant than the other ve-

locity values within range of its error bar. Each sym-

bol is placed in the middle of its range of values for

visual clarity. In Figure 10a, the O VI dominant ma-

terial (plotted with diamond symbols) has the slowest

velocity estimates at the height of 3.1 R�. The H I with

O VI mixture (via the H I 1216
O VI 1032 ratio models marked

by hexagons) tends to have the fastest velocities at that

height. Figures 10c and 10d show how for the linear ex-

pansion rate there is only one double-ratio set (O VI 1032
O VI 1038

with O V 1218
O VI 1032 ) that has models agreeing with observa-

tions. Overall, the double-ratio models for both expan-

sion rates are better constrained and suggest slower ve-

locities than the single-ratio models.

Figures 10b and 10d summarize the cumulative heat-

ing energy amongst all models for the three clumps.

The vertical upper and lower limits correspond to a con-

strained range of temperature profiles. The horizontal

upper and lower limits correspond to a constrained range

of kinetic energies. Each symbol is placed in the middle

(vertically and horizontally) of its range of values merely

for visual clarity, and each symbol appears twice to rep-

resent each clump’s observation at two coronal heights.

The cumulative heating at the higher height is, by de-

fault, always slightly greater than at the lower height

since we assume the CME’s heating is continuous be-

tween observations. These results derive from heating

rate coefficients in range of log(CH/erg s−1) ∈ [-15.0,

-12.6] for both the quadratic expansion rate models and

the linear expansion rate models. The quadratic expan-

sion rate models suggest cumulative heating energies in

range of 1013.31—14.93 erg g−1. The linear expansion

rate suggests 1012.96—14.54 erg g−1. Thus, our energy

budget for this CME, assuming the Qn heating, sug-

gests that the cumulative heating energy is similar to

the ∼1014 erg g−1 kinetic energy.

We now present a few examples of how the CME heat-

ing rates and energy budget may be deduced from ob-

servations of a single intensity ratio. Amongst all of the

ratios that we use, we find that the three most infor-

mative results came from using the H I 1216
H I 1026 ratio, the

O VI 1032
O VI 1038 ratio, and the H I 1216

O VI 1032 ratio.

7.1.1. H I 1216
H I 1026

ratio analysis

All three clumps in the case of both expansion rates

have velocities from 200 to 270 km s−1 at 2.6 R�. At

3.1 R�, the velocities are in the range 200–285 km s−1

for the quadratic expansion rate and 200–300 km s−1

for the linear expansion rate. The temperature profiles

exhibit the general trends D-F, I-F, and D-I. Along both

2.6 and 3.1 R�, the temperatures range from 1×104 to

1×105 K for the quadratic expansion rate case. In the

linear expansion rate case, the temperature range is from

2×104 to 4×106 K. The million Kelvin temperatures are

reached here via the I-F trend, which only appears for

the linear expansion rate. Such hot temperatures are

responsible for broadening the resonant scattering line

profiles sufficiently to allow a broad range of models that

pertain to relatively slow velocities near 200 km s−1 and

relatively fast velocities near 300 km s−1. (The cooler

temperatures favor a narrower range of velocities that

are near 200 km s−1 by narrowing the scattering line

profiles.) The hottest model temperatures also coincide

with the lowest H I ionization fractions while the cold-

est temperatures yield the highest ionization fractions.

The temperature profiles firmly anti-correlate with the

ionization fraction profiles. This is partially due to our

lower limits in temperature coinciding with the H I ion’s

peak formation temperature (under ionization equilib-

rium), Tm ∼ 3 × 104 K. The density range is from

1×105 to 6×106 cm−3 for the quadratic expansion rate

and 9×104 to 4×106 cm−3 for linear expansion rate.

Lastly, the range of plausible initial conditions are as

follows: ne,0 = 109.21—10.64 cm−3, Te,0 = 105.24—7.10 K,

and log(CH / erg s−1) ∈ [-15.0, -14.0] for the quadratic

expansion rate; as well as, ne,0 = 106.97—8.50 cm−3, Te,0
= 104.00—5.86 K, and log(CH / erg s−1) ∈ [-15.0, -12.6]

for the linear expansion rate.

In the case of our linear expansion rate, the mod-

els that follow the I-F trend and produce the million

Kelvin temperatures are derived from the lowest ini-

tial temperature (Te,0 = 104 K) and greatest heating

rate (CH = 10−12.6 erg s−1) in our observationally con-

strained models. This anti-correlation between the min-

imum initial temperature and maximum heating rate

only agrees with our H I 1216
H I 1026 ratio constraints when the

I-F trend is followed. Under both expansion rates, the

models that follow the general trends D-F and D-I do

not correspond to this minimum initial temperature nor

this maximum heating rate.

7.1.2. O VI 1032
O VI 1038

ratio analysis

The velocities are similar at both heights for each ex-

pansion rate: 200–265 km s−1 for the quadratic expan-

sion rate and 200–300 km s−1 for the linear expansion

rate. Most of the models suggest velocities≤ 225 km s−1

due to the radiative pumping. Compared to the col-

lisional component, the radiative pumping effect must

have increased at 3.1 R� because the observed O VI 1032
O VI 1038

intensity ratios are consistently lower at 3.1 R� than at
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2.6 R�(cf. Table 3). The velocity of the O VI material

has the most influence on the strength of the radiative

pumping. Therefore, velocities that are closer to the

speed of peak radiative pumping at ∼180 km s−1 (due

to the C II 1037 Å solar disk emission) can produce

lower intensity ratios. This velocity diagnostic becomes

plagued by degeneracies as the intensity ratios get closer

to 2.0. Consequently, although it is reasonable to expect

faster velocities at 2.6 R� due to its higher intensity ra-

tios (cf. Table 3), our resultant models do not clearly

indicate that. The intensity ratios can be affected by

the lower ambient temperature and density at greater

heights in the corona.

The faster velocities are only plausible in special

cases where there is a balance between million-Kelvin

temperatures and low densities that are less than

105 cm−3. The hot temperatures broaden the line

profiles and allow the radiative pumping to be in ef-

fect for a broader range of velocities, including veloc-

ities greater than ∼250 km s−1. The velocities be-

tween 250 and 300 km s−1 imply that the 1038 Å line

profile shifts away from the peak of the C II 1037 Å

line profile and thus weakens the radiative pumping;

but, without the thermally broadened line profile there

would be no radiative pumping near 250 km s−1 at

all. The low densities balance the ratio by diminish-

ing the square-density dependent collisional component

of the 1032 Å line much more than the density depen-

dent resonant scattering component of the 1038 Å line

that is being (weakly) pumped. Thus, the O VI 1032
O VI 1038 in-

tensity ratio can remain below 2.0 in spite of the rel-

atively weak radiative pumping at velocities between

250 and 300 km s−1. The degeneracies that justify these

relatively fast velocities are mitigated when constraints

from multiple ratios are simultaneously imposed on our

models. As a result, the double-ratio models that in-

clude the O VI 1032
O VI 1038 ratio consistently suggest relatively

slow velocities (i.e., 200 ≤ v/ km s−1≤ 225).

The temperature profiles exhibit the general trends D-

F, I-F, and D-I. Along both 2.6 and 3.1 R�, the temper-

atures range from 3×104 to 3×106 K for the quadratic

expansion rate and from 2×104 to 4×106 K for the lin-

ear expansion rate. The density range is from 1×104

to 6×106 cm−3 for the quadratic expansion rate and

from 3×104 to 4×107 cm−3 for the linear expansion rate.

These wide ranges of resultant physical parameters in-

crease the chance that another single-ratio model will

overlap. Such overlap exhibited from double-ratio mod-

els will briefly be discussed later in this section. Lastly,

the range of plausible initial conditions are as follows:

ne,0 = 108.22—10.64 cm−3, Te,0 = 104.00—7.10 K, and

log(CH / erg s−1) ∈ [-14.6, -12.6] for the quadratic ex-

pansion rate; as well as, ne,0 = 106.43—9.57 cm−3, Te,0
= 104.00—6.48 K, and log(CH / erg s−1) ∈ [-15.0, -12.6]

for the linear expansion rate.

7.1.3. H I 1216
O VI 1032

ratio analysis

For both expansion rates, many of the models require

that the instantaneous velocity estimates increase be-

tween the heights 2.6 and 3.1 R�. Some models suggest

no acceleration while others can be as high as 70 m s−2.

The acceleration of our models is due to this ratio’s sig-

nificant drop between the two coronal heights (cf. Ta-

ble 3), which occurs for all three clumps. Many of our

models attribute the drop to a decrease in H I Lyman-α

emission (as opposed to an increase in O VI 1032 Å emis-

sion). This implies that the resonant scattering com-

ponent could have dropped substantially, which gives

leeway for a greater change in velocity. Some models

however account for the drop in the intensity ratio by

permitting the velocity to remain the same while the

population of H I ions decreases substantially.

The temperature profiles only follow the D-F trend.

The corresponding H I ionization fraction profiles anti-

correlate with the temperature profiles. The correspond-

ing O VI ionization profiles do not correlate with tem-

perature; but, for this ratio analysis, almost all of the

models suggest O VI ionization state becomes frozen-in

before 1.5 R�, and the O VI remains at its ionization

fraction of ∼5% onward through 2.6 and 3.1 R�. Along

both 2.6 and 3.1 R�, the temperatures are from 4×104

to 1×105 K for the quadratic expansion rate and from

3×104 to 6×104 K for the linear expansion rate. This

narrow range of upper and lower limit temperatures is

due to the need for the presence of multiple ions (in this

case H I and O VI). The density ranges from 8×105 to

1×107 cm−3 for the quadratic expansion rate and from

3×106 to 8×106 cm−3 for linear expansion rate. The

densities are just as well-constrained as the tempera-

tures due to the strong trade-off between density and

temperature, which are both responsible for producing

the emissivities that are necessary to match with the ob-

served intensity ratios. Lastly, the range of plausible ini-

tial conditions are as follows: ne,0 = 109.93—11.00 cm−3,

Te,0 = 105.86—7.10 K, and log(CH / erg s−1) ∈ [-14.4,

-13.8] for the quadratic expansion rate; as well as, ne,0
= 108.50—8.85 cm−3, Te,0 = 105.55—5.86 K, and log(CH /

erg s−1) ∈ [-15.0, -14.6] for the linear expansion rate.

7.1.4. Common traits in ratio analyses

As demonstrated, a single intensity ratio can pro-

vide a unique analysis to confirm the physical condi-

tions of the observed CME, and this in turn constrains

the initial conditions after eruption. In addition to the

three ratios discussed in detail, we also find models that
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agree with the observational constraints of the follow-

ing ratios: H I 1026
O VI 1032 , O V 1218

O VI 1032 , and C III 977
O VI 1032 . Within

the observational constraints, we find that some models

work well to simultaneously explain multiple, observed

intensity ratios: O VI 1032
O VI 1038 with H I 1216

H I 1026 , O VI 1032
O VI 1038

with H I 1216
O VI 1032 , O VI 1032

O VI 1038 with H I 1026
O VI 1032 , H I 1216

H I 1026 with
H I 1216
O VI 1032 , O VI 1032

O VI 1038 with O V 1218
O VI 1032 , and O VI 1032

O VI 1038 with
C III 977
O VI 1032 . Across all of the ratio or ratio-pair analyses

we performed, the substantial agreement with observa-

tions of various spectral lines is partly due to the sim-

plicity of the Qn heating. This heating parameterization

allows our models to sample parameter space very well

and thus account for many distinct characteristics that

might explain our CME’s evolution.

Due to the already tight limits on the physical condi-

tions deriving from each multi-ion ratio, we do not find

any models that agree simultaneously with two distinct

multi-ion ratios (e.g., H I 1216
O VI 1032 with H I 1026

O VI 1032 ). We also

note that there are no models that agree with any group

of three ratios simultaneously at both of the final obser-

vation heights. This likely could have been accomplished

if we used a third single-ion ratio, such as the density-

sensitive ratios of O V 1214
O V 1218 and N III 992

N III 999 . Due to their

ionization-sensitive nature, each multi-ion ratio has a

tendency to single-handedly tighten the limits on model

parameters so severely that another multi-ion ratio is

unlikely to match. Regardless of each unique ratio or

ratio-pair analysis, there are similarities in the deduced

physical properties and energetics: velocity, tempera-

ture, density, expansion, and heating.

Velocity: With respect to velocity, commonality can

be seen in how the only (two) single-ion ratios that we

use are typically the ratios that yield the slowest, in-

stantaneous velocity estimates at 3.1 R�. This is seen

primarily by clumps B and C regardless of the expan-

sion rate assumed.

Temperature: With respect to temperature evolu-

tion, the temperature profiles that follow the D-F trend

typically yield the coolest temperature estimates at the

2.6 and 3.1R� while the profiles exhibiting the I-F trend

often yield the hottest temperatures. The inverse is true

for the initial temperatures: hottest initial temperatures

often correspond to the D-F trend and coolest initial

temperatures often correspond to the I-F trend.

We cannot definitively confirm that the observed ma-

terial is predominantly hot coronal gas that has been

cooled or predominantly cool prominence gas that has

been heated. In fact, our relatively broad but con-

strained range of plausible initial conditions suggests

that we likely observed both types of CME material.

When considering plasma clouds that consist of H I,

we find that a quadratic expansion rate limits the physi-

cal conditions sufficiently for there to be only one plausi-

ble explanation: a gradually cooled coronal gas tangled

with the CME is predominantly the type of material we

observed through the Lyman-α and Lyman-β lines. The

linear expansion rate however leads to more uncertainty

in the models’ physical conditions and thus more possi-

ble explanations.

Akmal et al. (2001) conducted a UVCS CME heat-

ing analysis where they found plasma clouds in the core

that were somewhat separated by temperature. In their

observations, cool C III emission was evident in a small

region interior to the hotter O V and O VI emission seen

surrounding that small region. It is likely that we are

also observing temperature-stratified or ion-stratified

behavior along the POS and LOS of our CME’s core ma-

terial. Distinct regions along the LOS may be responsi-

ble for the distinct physical conditions; furthermore, we

describe in §3.1 how there are individual clumps at two

position angles observed within each composite clump,

which means that one individual clump could be dom-

inated by initially cool prominence material while the

other individual clump (that is spatially-distant along

the POS) could be dominated by initially hot coronal

material. The temperature and ion stratification could

also indicate the presence of the CME’s prominence-

core transition region (Engvold 1988; Parenti et al. 2012;

Rivera et al. 2019a).

Ionization states: With respect to ionization states,

the initial ionization fractions have strong correlations

and anti-correlations with temperature due to our as-

sumed initial condition of ionization equilibrium; how-

ever, our time-dependent non-equilibrium ionization cal-

culations ensured that the evolution of the ionization

fractions did not always (anti-)correlate strongly with

the evolution of the respective plasma cloud’s tempera-

ture. Only the ionization fraction profiles of H I consis-

tently showed a strong relationship with its respective

plasma cloud’s temperature profile.

Density: With respect to density, there are many

models that exhibit degeneracies due to the trade-off

that can occur between density and temperature in or-

der to generate the same observed intensity ratio. Fre-

quently, the upper limit we determine for final tempera-

tures corresponds to the lower limit we determine for fi-

nal densities. Fortunately, we significantly mitigate such

degeneracies by performing the robust double-ratio anal-

yses. This trade-off occurs only to meet the required

intensity ratios at the coronal heights of our observa-

tions; therefore, the trade-off is not always present in

the plausible initial conditions we infer.

Expansion Rates: Our inferred initial densities are

often influenced by the assumed expansion rate. The
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initial conditions can differ substantially between dis-

tinct expansion rate assumptions while still producing

the observed intensity ratios at the final two observa-

tion heights. Different initial conditions suggested by

our models infer different historical evolutions for the

CME’s physical conditions. Therefore, models using dif-

ferent expansion rates can be in agreement by yielding

the same observed intensity ratios while disagreeing on

the CME’s historical evolution.

The expansion rate’s influence on the density also

manifests through its simple monotonic decrease (from

the aforementioned power law of Equation 4) between

the beginning of our models at 1.1 R� and the observa-

tions at 2.6 and 3.1 R�. Our models suggest that when

αt=2 the density drops by four orders of magnitude be-

tween the inferred initial density and the final density.

The density only drops by 2 orders of magnitude when

αt=1. This is because the observational constraints on

the density must be met regardless of expansion rate.

Thus, in order for a model to reach a given density at

the observation heights, its corresponding initial density

must be greater for greater expansion rates.

Heating Energy: With respect to the constant heat-

ing rates, the constraints are influenced by the expansion

rates. In the three analyses detailed earlier, we report

a lower limit of CH = 10−15 erg s−1 consistently when

αt = 1; but in this case, the heating becomes negligi-

ble compared to the cooling. Any heating rate coeffi-

cient CH ≤ 10−15 erg s−1 makes the heating negligible

when αt=1. However, this low heating rate coefficient is

still significant when αt=2. This is because the square-

density dependent radiative cooling drops quickly for

αt=2 and eventually becomes low enough to make the

total cooling comparable to the low heating. Due to this

low heating’s significance for the case of αt=2, the ther-

mal energy is often allowed to be very low and thus be

in disagreement with observational constraints. In other

words, the low heating rate coefficients that work well

for αt=1 (e.g., CH < 10−15 erg s−1) are often too low

for αt=2.

The relationship between the heating rate, assumed

expansion rate, and inferred initial conditions affects

the cumulative heating energy. As mentioned in §5, the

cumulative heating energy is determined by accounting

for the initial thermal energy and the continuous input

of thermal energy via the heating function. Our resul-

tant models show that a slower expansion rate permits

a lower heating rate coefficient and a lower initial tem-

perature. This is why the cumulative heating energies

we report (in Figure 10) are typically lower for the αt=1

models than the αt=2 models.

Degeneracies: All of the relationships exhibited

amongst our various ratio analyses become more am-

biguous as analyses are plagued by more degeneracies.

The single-ratio analysis using the O VI 1032
O VI 1038 ratio suf-

fers the most from degeneracies, and thus, although the

aforementioned relationships are present, they have a

minor effect on the (lack of) constraints. However, the
O VI 1032
O VI 1038 ratio proved to be the most useful ratio in our

double-ratio analyses as we mitigated the degeneracies

and tightened the energy budget constraints. The tight

constraints of the double-ratio analyses are exemplified

in Figures 10d and 10d for the energy budget and Fig-

ures 11b and 11b for the physical conditions.

7.2. Insight from MAS MHD model

We use a simulated CME to compare the evolutionary

effects of our heating parameterizations. Our resultant

1D numeral models derive from the heating rate coeffi-

cients that are necessary to produce models that agree

with the observations at 2.6 and 3.1 R�. We can use

the resultant coefficients to suggest if one heating pa-

rameterization evolves the physical properties in a way

that is more realistic than another heating parameteri-

zation. This can be done if the realistic simulation of a

CME exhibits physical conditions similar to that of the

observed 1999 CME.

Reeves et al. (2019) thoroughly describes the global

behavior and energetics of the CME simulation that we

use. Within this CME, we extract an exemplary parcel

of plasma and monitor its characteristics as we follow its

evolution. Its environment and localized properties are

illustrated in Figure 12. As can be seen, the plasma is

sometimes located in a high density environment com-

pared to the regions along its respective magnetic field

line. These densities imply that the plasma would seem

very bright along one part of the field line but would

seem faint if it were at another part of the field line and

observed with UVCS at a given slit height.

The trajectory of the plasma is reported in Figure 13a.

We only focus on its journey from r = 1.2 R� to 2.7 R�
since that reaches a height similar to the heights of the

three observed composite clumps. As can be seen from

the simulated plasma’s vr, vθ, and vφ components, it

does not travel in a purely radial direction. Moreover,

its absolute speed can be as high as 220 km s−1, which

is also similar to the three observed composite clumps.

There is a consistent deceleration beyond 6,000 seconds

(and beyond 2.3 R�), which corresponds to many of the

magnetic field lines being radially oriented. In the last

two panels of Figure 12, at the two times beyond 7,000

seconds, the plasma is frozen-in a nearly radial magnetic

field line, which allows the gravitational deceleration to
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Figure 12. MAS code’s simulation of a slow CME (Reeves et al. 2019). The trajectory for a parcel of plasma within the
dense CME core is visualized. It’s local density and temperature are listed in each panel. The only magnetic field lines that
are illustrated are those for which the plasma will eventually be frozen into. These are shown as black lines. In each of the
six panels, the one colored field line indicates where the plasma is currently located. The color indicates the density of the
environment along that field line and the large dot shows the parcel’s position along that field line. As time progresses the
field lines elongate, get tangled, and extend outward into the corona. Such morphology from the magnetic flux rope is partly
responsible for the decelerations and accelerations seen in Figure 13a.

strongly influence the plasma motion. At these times,

there is a ∼40 m s−2 gravitational deceleration that is

largely responsible for the consistent ∼140 m s−2 decel-

eration reported in Figure 13a.

The evolution of the plasma’s localized physical condi-

tions is reported in Figure 13b. As seen from the plasma

β, the magnetic pressure consistently dominates early

in the plasma’s evolution but gradually decreases com-

pared to the plasma pressure. The density gradually

decreases but has a momentary increase near 1.9 R�.

The evolution of the plasma temperature is affected by

the local environment’s radiation cooling, conduction,

expansion, compression, ohmic heating, ambient coro-

nal heating, and the advection of the plasma through

this environment. Also, the dominant magnetic pressure

may allow a portion of magnetic energy to be converted

into thermal energy throughout the plasma’s evolution.

The simulation’s physical model, including its heating

and cooling terms, are described in detail by Reeves

et al. (2019). Although this simulation was not con-

structed to duplicate the observed 1999 CME, we find

that at certain times and heights, the simulated plasma

within the dense CME core exhibits a density and tem-

perature that are similar to that of the observed clumps.

To compare heating parameterizations, we focus only

on moments in the simulated plasma’s journey when

the density and temperature agree with the observed

clumps. We treat the simulated density and temper-

ature as data inputs for our 1D modelling procedure

(cf. §5) and re-evaluate the coefficient CH for each heat-

ing parameterization. Now, we make the heating rate

coefficient vary with time. We consider the length of

time in which it agrees with the observationally con-

strained CH coefficients.

To choose an expansion rate for our calculations, we

considered the simulated plasma’s density profile. It
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Figure 13. Simulation data is plotted for a parcel of plasma
within the CME core as it travels for over 2 hours. The
(a) trajectory, (b) physical conditions, and (c) time-variant
heating rate coefficients for the plasma are given. See §7.2
and Table 4 for details.

does not follow a smooth power law but the density

profile does drop by at least three orders of magnitude,

which is done consistently by our constrained quadratic

expansion rate models but is never done by our linear

expansion rate models. This suggests that an expansion

index of αt = 2 for our power law is more realistic than

αt = 1 when describing a plasma within the CME core.

The evolution of each time-variant heating rate coef-

ficient is presented in Figure 13c as a black solid line.

The red dotted lines indicate the upper and lower lim-

its of the time-invariant coefficient that described the

observed clumps. Since we have ruled out the linear

expansion rate, only the limits derived from quadratic

expansion rate models are plotted as red dotted lines.

The coefficient for the Qn2 parameterization is not con-

sidered since only the linear expansion rate models could

describe the observed clumps (cf. §A). This implies that

the Qn2 parameterization is not as realistic as the rest

of our five parameterizations, which all attempt to im-

itate the rate of heating caused by the unknown CME

heating mechanisms.

For the four remaining parameterizations, each time-

variant coefficient drops drastically near 1.9 R�. Within

this region, the coefficients become negative. This is due

to the increase in density (i.e., compression) at the time

of 4,300 seconds which is also one of the times at which

the plasma’s radial acceleration ar peaks and begins to

drop (cf. Figure 13a). The temperature increases at

this moment also. This is a result of the cooling from

adiabatic expansion being reversed substantially while

the plasma experiences a high temperature via advec-

tion. At this moment, the heating rates from the simu-

lated plasma’s advection and adiabatic compression are

at their greatest; however, this is counteracted by the

thermal conduction becoming a cooling term as it carries

thermal energy away from the local environment near

1.9 R�. For our 1D modelling, the time-variant coeffi-

cients account for this cooling by becoming negative and

converting our heating term into a cooling term, which

is a systematic response to how the increase in density

near 1.9 R� converts our expansion cooling term into a

heating term (cf. Equation 5).

The turquoise dashed line in Figure 13c indicates the

period of time when the plasma simultaneously has a

density and temperature that agree with the observed

clumps. Since these two physical conditions match with

observations, this is a period of time for which the time-

variant CH coefficient is likely to match with the ob-

servationally constrained time-invariant CH coefficient.

When this matching of CH also occurs, the moment is

marked by a solid green line, which obscures a portion of

the turquoise line. These moments are reported in Ta-
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Table 4: Using 3D MHD CME evolution to compare

realistic heating rates and parameterizations

1D model limits for 3D evolution matches

observed plasma (cf. §5) observed limits (cf. §7.2)

Heating Log ne Log Te Log CH (%)n,T (%)CH ,(n,T )

Qn [4.176, 7.146] [4.167, 6.399] [-15, -12.6] 43 0

QAHH [5.529, 6.788] [4.370, 6.621] [-6.6, -5.0] 19 0

QKR(αB = 3) [5.852, 7.146] [4.088, 5.808] [-2.400, -0.760]∗ 30 30

QKR(αB = 2) [5.495, 6.788] [4.139, 6.100] [-2.400, -0.760]∗ 19 71

Notes. The heating rate coefficient CH is re-evaluated as a time-variant parameter while
the density and temperature profiles from the MHD CME simulation act as data inputs
for the modelling procedure described in §5.

Only the 1D model limits derived from the quadratic expansion rate models are considered,
which excludes the Qn2 parameterization (cf. §A).

The (%)n,T is the fraction of time covered by the dashed turquoise lines (cf. Figure 13c)
compared to the 2.3 hours covered by the black solid lines in Figure 13. The solid green
line is overplotted onto the turquoise dashed line. The (%)CH ,(n,T ) is the fraction of time
covered by the green line compared to the total turquoise line. See Figure 13c and §7.2
for details.
∗This corresponds to log(B0/G) ∈ [-0.5, 0.32], which ranges from 0.3 to 2.1 Gauss.

ble 4. The (%)n,T is the portion of time when the den-

sity and temperature simultaneously match with the ob-

served clumps (i.e., the turquoise line) compared to the

total 2.3 hours of data extracted from the MAS simula-

tion (i.e., the black line). The (%)CH ,(n,T ) is the portion

of time when the density, temperature, and time-variant

CH all simultaneously match with the observed clumps

(i.e, the green line) compared to the total time in which

only the physical conditions of density and temperature

match (i.e., the turquoise line).

The (%)CH ,(n,T ) signifies how well the heating param-

eterization can produce a realistic CH coefficient within

the period of time that the physical conditions of den-

sity and temperature are realistic. The realistic limits

for these three parameters are defined by the observed

clumps’ results and are summarized in Table 4. The

simulated plasma exhibits the same density and tem-

perature as the observed clumps for 43% of the time

when the observed clumps are analyzed with the Qn pa-

rameterization; however, the re-evaluated CH is never

the same as the observed clumps within this portion

of time (i.e., 0% of this time). In contrast, the sim-

ulated plasma exhibits the same density and tempera-

ture as the observed clumps for 19% of the time when

the QKR(αB = 2) parameterization is used; and, within

this time interval, the CH coefficient matches 71% of

the time. This suggests that the rate of heating given

by our QKR(αB = 2) parameterization can realistically

describe the heating of a plasma for a longer portion

of time than our other heating parameterizations. How-

ever, this does not imply that the parameterization is an

accurate description of a plasma’s heating mechanisms.

8. SUMMARY AND CONCLUSIONS

We have presented an analysis detailing the physical

properties and energetics for the core material of a CME.

This CME event occurred in 1999 and was observed

by SOHO ’s EIT, LASCO, and UVCS instruments. We

proved that there were structures within the CME’s core

that crossed the (single) slit of UVCS once at 2.6 R� and

once again at 3.1 R�. Three different approaches were

used to confirm this serendipitous result. For the clumps

of plasma observed, we revealed patterns of behavior in

their positioning along the slit and in the shape of their

light curves. The third form of confirmation came from

the agreement between their average velocity estimates

from multi-height observations and their instantaneous

velocity estimates from the O VI doublet intensity ratios.

To better understand the CME heating problem, we

used 1D numerical models to evaluate the internal ther-

mal energy of the plasma as a function of height. We

assumed the plasma is being continuously heated and we

investigated five different parameterizations to represent

the unknown CME heating mechanisms. We monitored

the evolution of the model plasma’s physical conditions,

which included the temperature, density, and ionization

states. The evolutionary profiles for these conditions

extended from 1.1 to 3.1 R�. We monitored the ioniza-

tion states of H I, C III, O V, and O VI by using non-

equilibrium ionization calculations. We required that
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these model ions produce emission that gives the same

intensity ratios that UVCS observed at 2.6 and 3.1 R�.

The intensity ratios allowed us to exploit the Doppler

dimming effect and diagnose the instantaneous physi-

cal conditions of the observed clumps of plasma within

the CME core. The evolutionary profiles were con-

strained by the observed intensity ratios, which in turn

constrained the initial conditions of the CME material.

We found evidence of initially cool but gradually heated

prominence material as well as initially hot but gradu-

ally cooled coronal material being present within the ob-

served clumps of plasma. We also found that the cumu-

lative heating energy is comparable to the kinetic energy

and gravitational potential energy, which signifies how

important the heating processes are during the eruption

and evolution of the CME.

We monitored the evolution of a realistic MHD sim-

ulation of plasma being heated within the dense CME

core in order to determine which heating parameteriza-

tions provide the most realistic heating rates. We found

that a quadratic self-similar expansion rate is more re-

alistic than a linear self-similar expansion rate. Models

derived from the quadratic expansion rate suggest that

our magnetic heating parameterization is the most re-

alistic parameterization when its magnetic field expan-

sion is predominantly two-dimensional instead of three-

dimensional.

Our robust analyses could have been improved if our

observational constraints came from three heights in the

corona instead of just two or if the two heights in the

corona were more than 0.5 R� apart from each other. In

either case, a longer baseline of the plasma’s historical

behavior would have been observed, which would have

tightened our range of plausible evolutionary profiles—

including our inferred initial conditions of the CME.

For coronagraph spectrometers, the observations of the

same CME structures at merely two heights is actually

a fortuitous achievement. Historically, the lack of such

observations is due partly to the single-slit aperture of

these instruments; and, even more so, it is due to the

unpredictable nature of a CME’s initial location, time

of eruption, and velocity. This problem is exacerbated

for observations of diffuse and dynamic features in the

CME core, which are difficult to track from one height

to another.

Coronagraph spectrometers have been acquiring ul-

traviolet spectroscopic measurements of the extended

corona (dH=1.5–10R�) since 1979, and yet, the type of

fortuitous multi-height observations that we examined

in our analysis is still seldom acquired (e.g., Ko et al.

2005). The first coronagraph spectrometer acquired

measurements during its three suborbital flights (in

1979, 1980, and 1982) on the Nike boosted Black Brant

V sounding rockets (e.g., Kohl et al. 1980). Later, the

Ultraviolet Coronal Spectrometer (UVCS) instrument

on board SPARTAN 201 acquired measurements dur-

ing four of NASA’s Space Transportation System (STS)

missions (in 1993, 1994, 1995, and 1998) (e.g., Strachan

et al. 1994; Kohl et al. 1994). The SOHO/UVCS in-

strument was launched in 1995 as an improved version

of SPARTAN /UVCS. Unfortunately, all three of these

space-based ultraviolet coronagraph spectrometers are

no longer operational.

Now, the new era of coronagraph spectrometers will

have more than one slit aperture. In this way, the type

of multi-height CME spectra analyzed in this paper can

be achieved more frequently. The unpredictable na-

ture of CMEs may remain but the multiple slits will

monitor different heights in the corona simultaneously

along the same position angle. Therefore, if a three-part

CME is observed by one slit at one height then all three

parts can be observed again by the next slit at the next

height. We expect to see CME observations like this

from the following multi-slit coronagraph spectrometer

missions: the UltraViolet Spectro-Coronagraph (UVSC)

Pathfinder instrument (Strachan et al. 2017) is sched-

uled to launch in 2021, and the Large Optimized Coro-

nagraphs for KeY Emission line Research (LOCKYER)

instrument (Ko et al. 2016; Laming & Vourlidas 2019)

is currently being designed.

ACKNOWLEDGMENTS

The authors gratefully acknowledge helpful conversa-

tions with Cooper Downs and Yeimy Rivera. This re-

search is supported by the NASA grant NNH18ZD001N

given to the Smithsonian Astrophysical Observatory
and supported by the Scholarly Studies program of the

Smithsonian Institution. SOHO is a mission from the

joint collaboration of ESA and NASA. The LASCO

CME catalog is generated and maintained at the CDAW

Data Center by NASA and The Catholic University of

America in cooperation with the Naval Research Labo-

ratory. This work has benefitted from the use of NASA’s

Astrophysics Data System.

Facilities: SOHO (EIT, LASCO, UVCS)



CME Heating and Energy Budget 27

(a)

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

KE
  [

10
14

 e
rg

/g
]

10.0 10.2 10.4 10.6 10.8 11.0 11.2 11.4 11.6
GE  [1014 erg/g]

2.6 2.7 2.8 2.9 3.0 3.1 3.2 3.3
Heliocentric Distance  [R ]

160

180

200

220

240

260

280

300

320

340

ve
lo

ci
ty

  [
km

/s
]

n t 1
A: H I 1216

H I 1026

A: O VI 1032
O VI 1038

A: H I 1216
O VI 1032

B: H I 1216
H I 1026

B: O VI 1032
O VI 1038

B: H I 1216
O VI 1032

C: H I 1216
H I 1026

C: O VI 1032
O VI 1038

C: H I 1216
O VI 1032

(b)

12 13 14 15 16
KE + GE  [1014 erg/g]

10
1

10
0

H
E C

  [
10

14
 e

rg
/g

]

n t 1

Q  CH n2 
 Line pairs' sets: [ H I 1216

H I 1026  ],[ O VI 1032
O VI 1038  ],[ H I 1216

O VI 1032  ],[ C III 977
O VI 1032  ],[ O V 1218

O VI 1032  ],[ H I 1026
O VI 1032  ]

A: H I 1216
H I 1026

A: O VI 1032
O VI 1038

A: H I 1216
O VI 1032

B: H I 1216
H I 1026

B: O VI 1032
O VI 1038

B: H I 1216
O VI 1032

C: H I 1216
H I 1026

C: O VI 1032
O VI 1038

C: H I 1216
O VI 1032

Figure 14. Observationally constrained models using the Qn2 heating parameterization.

APPENDIX

A. SQUARE-DENSITY PROPORTIONAL HEATING

Using the Qn2 heating, there are three distinct plasma clouds modelled that agree with the observations: H I, O VI,

and H I mixed with O VI. The same observational constraints applied to the Qn heating analysis are also applied here.

As a result, the physical conditions we derive for the CME when using this Qn2 heating are similar to that of our

Qn heating results. However, this is only true for our linear expansion rate. This Qn2 heating compels our models to

have an excessive amount of heating near the solar surface when we use the quadratic expansion rate. As explained

in §7.1.4, there is a correlation between the expansion rates and our inferred initial densities. The inferred initial

densities are systematically greater for the faster expansion rate and, consequently, the square-density dependence of

the Qn2 function drives the thermal energy to excessively high temperatures. Conversely, lower initial densities lead

to excessively low final densities that cannot explain our observed intensity ratios.

The energy budget under this heating parameterization is summarized in Figure 14. The kinetic and potential

energies for the three clumps are given in Figure 14a. At the height of 3.1 R�, our models describe the O VI dominant

material as having the slowest velocity estimates, just as in the Qn results. The cumulative heating energies are given

in Figure 14b. We find this to be in the range of 1012.64—14.59 erg g−1, which is similar to the Qn heating results for

its linear expansion rate models. The corresponding heating rate coefficients are in the range log(CH / erg cm3 s−1)

∈ [-22.0, -19.8].

For each of the three single-ratio analyses detailed in §7.1, the characteristics exhibited when using the Qn heating

function are similar to the characteristics exhibited when using the Qn2 heating function. For a given expansion rate,

the common traits seen across all of our ratio analyses are also present with this heating function. However, the

relationships that correlate or anti-correlate with the choice of expansion rate cannot be reaffirmed due to the lack of

models that agree with observations when a quadratic expansion rate is assumed. Also, none of our resultant models

match to give a double-ratio analysis with this heating function.

B. WAVE HEATING PARAMETERIZATION

Using the QAHH heating, there are three distinct plasma clouds modelled that agree with the observations: H I, O VI,

and H I mixed with O VI. As with the Qn2 heating results, the physical conditions we derive for these plasma clouds are

similar to that of our Qn heating results due to our use of the same observational constraints. The evolution of these

physical conditions varies between heating parameterizations, but the energy budgets remain similar regardless of the

heating parameterizations. Also, the common traits seen in various ratio analyses for this heating parameterization

exhibit the same relationships that we detailed in §7.1.4.
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Figure 15. Observationally constrained models using the QAHH heating parameterization.

The kinetic and potential energies are given in Figures 15a and 15c. Just as in the Qn and Qn2 heating results, the

O VI dominant material has the slowest velocities at 3.1 R�. For our double-ratio analyses, we find very few models

that agree with observations, and among these models, agreement is found only with clumps B and C. The cumulative

heating energies, given in Figures 15b and 15d, are within the range 1013.97—14.86 erg g−1 for the quadratic expansion

rate and 1012.84—14.36 erg g−1 for the linear expansion rate.

The corresponding heating rate coefficients are in the range log(CH / erg cm−3 s−1) ∈ [-6.6, -5.0] for the quadratic

expansion rate and log(CH / erg cm−3 s−1) ∈ [-11.0, -5.8] for the linear expansion rate. The heating rate’s lower limit

of CH = 10−11.0 erg cm−3 s−1 gives negligible heating (compared to the cooling) under a linear expansion rate. Thus,

within our observational constraints, all heating rates of CH ≤ 10−11.0 erg cm−3 s−1 suggest that a model with no

heating is sufficient to explain the physical conditions when assuming a linear expansion rate. We presented a similar

circumstance in our Qn heating results (cf. §7.1.4). A model with negligible heating is more likely to be valid when

the cooling is more steady due to slower expansion rates. The total cooling has a significant contribution from the

square-density dependent radiative cooling that drops slowly under slow expansion rates. This steady cooling with

no heating creates only small changes in the evolution of the material’s physical conditions. Such a model is valid

only when the initial density and initial temperature were already close to meeting our observational constraints at

2.6 and 3.1 R�.

For comparison, we have used the same heating function (QAHH) and scale height (H) as Allen et al. (1998) used in

their thermal energy equations as they modelled the electron temperature (Te) for the fast solar wind. They found that

a heating rate coefficient 2.5 × 10−7 (or 10−6.6) erg cm−3 s−1 sufficed to have their models agree with observations.
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Figure 16. Observationally constrained models using the the QKR heating function with αB = 3.
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Figure 17. Observationally constrained models using the QKR heating function with αB = 2.

This is within the upper and lower limits of our heating rate coefficient (CH) for both the quadratic expansion rate

and the linear expansion rate models. This supports the notion that some of our models correspond to the coronal

material (as opposed to prominence material) within regions of the CME core along the LOS and POS.

C. MAGNETIC HEATING PARAMETERIZATION

Using the QKR heating, there are three distinct plasma clouds modelled that agree with the observations: H I, O VI,

and H I mixed with O VI. None of our models for the H I with O VI mixture agree with observations when a quadratic

expansion rate is assumed. The physical conditions we derive for these plasma clouds are similar to the results obtained

when using the Qn, Qn2 , and QAHH heating functions. This is the case for both the three-dimensional magnetic field

expansion (αB = 3) and the two-dimensional magnetic field expansion (αB = 2). For each choice of αB , the common

traits seen in various ratio analyses for this QKR heating exhibit the same relationships that we detailed in §7.1.4.

The energy budget in the case of αB = 3 is summarized in Figure 16. In our kinetic energy estimates, the O VI domi-

nant material has the slowest velocity at 3.1 R�. The cumulative heating energies of the three plasma clouds we model

are in the range 1013.73—14.90 erg g−1 for a quadratic expansion rate and 1012.83—14.33 erg g−1 for a linear expansion

rate. The cumulative heating energy is influenced by our choice of an initial magnetic energy that can contribute to

the heating. We considered magnetic field strengths within the range log(B0/G) ∈ [−0.50, 4.0]. The magnetic field

strengths that correspond to the cumulative heating results are within the range log(B0/G) ∈ [−0.50, 0.32] for the
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quadratic expansion rate and within the range log(B0/G) ∈ [−0.50, 0.73] for the linear expansion rate. The lower

limits of 10−0.50 G are due to our cutoff for plausible magnetic field strengths. These initial conditions correspond to

ratios of plasma pressure to magnetic pressure in the range of (initial) plasma-beta β0 ∈ [0.26, 3×103] for the quadratic

expansion rate and β0 ∈ [2× 10−5, 40.8] for the linear expansion rate.

The energy budget in the case of αB = 2 is summarized in Figure 17. As with all other heating parameterizations,

our models suggest that the O VI dominant material has the lowest kinetic energy at 3.1 R� among the plasma clouds

we consider. The cumulative heating energies we find are in the range 1013.93—14.88 erg g−1 for the quadratic expansion

rate and 1013.25—14.17 erg g−1 for the linear expansion rate. Their corresponding magnetic field strengths are within

the range log(B0/G) ∈ [−0.50, 0.32] for the quadratic expansion rate and log(B0/G) ∈ [−0.50, 0.73] for the linear

expansion rate. The corresponding initial plasma-beta values are in the range β0 ∈ [0.75, 2 × 104] for the quadratic

expansion rate and β0 ∈ [4× 10−5, 190] for the linear expansion rate.

Between αB = 3 and αB = 2, the limits for B0 are the same although the limits for β0 differ. This attests to how

the observational constraints from our intensity ratios influence the acceptable initial plasma pressure much more than

the initial magnetic pressure. This is perhaps a consequence of using intensity ratios that come from emissivities that

are directly affected by the plasma density and temperature.
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